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ABSTRACT

A consistent picture of the circulation of the Delaware Bay estuary and ad-

jacent inner shelf established in the literature is based on a synthesis of mooring

and hydrographic data complemented by elegant theoretical analyses. Because of

the highly variable and episodic nature of the flow at the Delaware Bay mouth, a

synoptic picture of the flow has been elusive. The advent of high-frequency (HF)

radars for routine monitoring of coastal surface currents (developed over the past

twenty years) offers a unique opportunity to provide synoptic descriptions of complex

time-dependent flows like those that exist at estuarine mouths. Synoptic measure-

ments lend themselves to examinations from a dual perspective, taking advantage

of Lagrangian and Eulerian methods.

Here we analyze synoptic, high-resolution surface winds and currents in the

Delaware Bay mouth. Two high-frequency radars measured the surface currents

while the surface winds were extracted from a data-assimilating regional wind model.

The large-scale characteristics noted by previous workers are clearly corroborated.

Specifically the M2 tide dominates the surface currents, and the Delaware Bay out-

flow plume is clearly evident in the low frequency currents. Several new aspects of

the surface circulation were also identified. These include a map of the spatial vari-

ability of the M2 tide (validating an earlier model study), persistent low-frequency

cross-mouth flow, and a rapid response of the surface currents to a changing wind

field. However, strong wind episodes did not persist long enough to set up a sus-

tained Ekman response.
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In addition to the Eulerian results presented here, several Lagrangian analyses

were conducted. The approach used here calculates simulated trajectories from an

archive of gridded synoptic velocities from HF radar measurements. Lagrangian

methods are the best tool for examining the advective transport at the Delaware

Bay mouth. There was an observed rapid separation of progressive vector diagrams

(PVDs) with trajectories implying limited utility over long time scales. Synoptic

Lagrangian maps (SLMs) such as residence time, escape fate, and origin showed

clear dependence on tidal forcings. Blob simulations have provided a visualization

tool able to examine deformation processes on a finite area of ocean.

The most significant result might be the examination of a persistent cross-

mouth sub-tidal flow that may be a result of non-local advection from the New

Jersey shelf. This feature is not well documented in the literature and we make a

first attempt to describe its characteristics.
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Chapter 1

INTRODUCTION

1.1 Background

The Delaware Bay estuary is one of the largest along the U.S. east coast. It

is 45 km wide at its widest point and approximately 210 km from the head of the

Delaware River to its mouth. The bay mouth, from Cape Henlopen, Delaware to

Cape May, New Jersey, is 18 km wide. The estuary has a mean depth of 7 m and

a maximum depth of approximately 30 m within a deep channel at the southern

side of the bay mouth. Over eight million people live within the Delaware River

watershed. It also is a major shipping hub, with 4200 commercial ship visits each

year spread out over nine ports in three states. Most importantly, it is responsible

for a significant fraction of the transport of freshwater and associated terrestrially–

derived material to the ocean along the Atlantic seaboard. Because of its economic

importance and rather unique hydrological characteristics, it is important to pursue

improved understanding of its circulation.

Most of what we now know about the circulation of Delaware Bay is due

to R. Garvine and coworkers. In a series of papers extending over twenty years,

they developed a picture of the circulation of the Bay estuary and adjacent inner

shelf. Their picture was based on a synthesis of mooring and hydrographic data

complemented by elegant theoretical analyses. Hence, most of the knowledge of the

circulation is based on fixed-point (moorings and hydrography) ocean measurements,

although there were a limited number of drifter studies, such as Pape and Garvine
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(1982) and Sanders and Garvine (2001). These observations are typical of virtually

all coastal zones and, for Delaware Bay, provide a consistent general picture of

the circulation. However, these data do not provide synoptic pictures, either of

horizontal variability scale or of sub-tidal ocean circulation features.

The most pronounced features of Delaware Bay are the semi-diurnal tides

and the outflow plume. Tidal currents at the mouth of the Bay can exceed 100 cm

s−1. Amplification of tidal currents is typical of coastal plain estuaries, such as the

Delaware and the Chesapeake. Of course, the tides are caused by precise periodic

astronomical forcing. However, the currents also respond to the complex bottom

topography, coastline features, and other shelf processes. This spatial structure of

tidal currents is not well understood.

The primary goal of this research has been to describe the currents at the

Delaware Bay Mouth using both Eulerian and Lagrangian techniques. This collab-

oration of perspectives allows for the understanding of spatial current structures. It

is best said by Neumann (1968), “The most complete description of oceanic currents

is obtained from a combination of both Eulerian and Lagrangian methods.”

1.2 Circulation at the Delaware Bay Mouth

Prior work in Delaware Bay and adjacent coastal waters identified three dom-

inant forcing mechanisms typically associated with estuarine–ocean exchange: tides,

buoyancy–driven flow, and winds. From 53 current meter records, Münchow et al.

(1992) reported that the M2 tide explains about 90% of the tidal current kinetic

energy variance. Their M2 tidal ellipses showed significant spatial variability near

the bay mouth with decreasing major axes and reduced ellipticity moving seaward.

They also estimated the continuous M2 volume flow through the bay mouth as ap-

proximately 1.9 x 105 m3 s−1. The resulting ratio of M2 volume flow to average

freshwater inflow is approximately 260, suggesting minimal stratification through-

out most of the year. Whitney and Garvine (2008) codified these results in a model

2



for estimating tidal current amplitudes.

Pape and Garvine (1982) used surface and subsurface drifters near the Delaware

Bay mouth to document a classical, two–layer estuarine flow (near–surface outflow

and inflow near the bottom). Garvine (1991) found a strong outflow plume along the

southern bay mouth and some evidence of cross-channel flow along the mouth us-

ing current meters and hydrography. Later Münchow(1992), Münchow and Garvine

(1993), Wong and Münchow (1995), and Avicola and Huq (2002) reported on plume

dynamics. Whitney (2003) provided an excellent review of these studies.

Whitney (2003) also made an ambitious attempt to summarize how tides,

buoyant flow, and winds affect the circulation of Delaware Bay and exchange with

the coastal ocean. That effort was extended by Whitney and Garvine (2006) who

compared model simulations with observations from the spring of 1993 and 1994.

The observations included salinity climatology, freshwater outflow from stream gauges,

hydrographic observations of the salinity in the plume and coastal current, and some

surface drifter data.

The complexity of the circulation of the Delaware Bay may not come out in

this relatively brief background. The highly irregular coastline, rugged topography,

and highly variable freshwater input all conspire to amplify the complicated nature

of the circulation in this region. Figure 1.1 shows the variability of the freshwater

outflow from the Delaware River. The magnitude, as well as the timing of these

huge pulses of freshwater, significantly influence the buoyancy driven circulation

along the length of the estuary. Notice the high amount of variance between the

yearly inputs of freshwater. This episodic nature, seen as a feature in the discharge,

is fundamental in characterizing the flow. Non–linear effects due to barotropic and

internal tides encountering steep bottom slopes could also be affecting the flow, but

this has yet to be determined.

3



The majority of published work related to Delaware Bay circulation was com-

pleted over the last three decades and based almost entirely on relatively short ocean

time series measurements from sparse, fixed locations. Much of this work also used

wind measurements, mostly over land, supplemented by measurements from a few

offshore buoys near the bay, but outside its mouth. The historically sparse, inter-

mittent ocean sampling is typical of virtually all coastal zones, and, for Delaware

Bay, was sufficient to provide a consistent general picture of the ocean circulation

and the role of near–surface winds. However, these historical measurements were

poorly resolved in space and could only account for processes occurring when the

measurements were made. Consequently, they are insufficient for addressing ques-

tions related to the scales of spatial and temporal variability. In other words, these

types of historical coastal observations work fairly well when the time and space

scales of the energetic motions are huge, but tend to fail in the presence of localized

episodic events, such as those seen at the mouth of the Delaware Bay.

1.3 Winds Over the Delaware Bay

Understanding the effects of winds on Delaware Bay sub-tidal circulation has

been guided by the early theoretical analysis of Garvine (1985). He developed a

model that partitioned the ocean response into locally and remotely forced com-

ponents. The local response is due to the direct influence of local wind stress on

the estuary, while the remote response is driven by a sea level change set up by

Ekman transport due to large–scale (non–local) atmospheric processes. He showed

that for Delaware Bay the remote response dominates and is generally opposite to

the local response. This analysis was extended by Münchow and Garvine (1993),

Wong (1999), and Janzen (2000).

More recently, the Delaware Bay has received attention due to the presence

of the Sea Breeze phenomenon. This atmospheric circulation pattern is thermally
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driven by an uneven distribution of heating between the land and sea. The differ-

ences in pressure then cause the cool marine air near the surface to move landward.

This effect is present mostly in the summer months. A brief summery of this process

is found in Hughes and Veron (2010).

1.4 Describing Ocean Flows: Eulerian Vs. Lagrangian Perspectives

In general, there are two equivalent descriptions of the motion of a fluid: 1)

Lagrangian and 2) Eulerian. The Lagrangian description depicts the trajectories of

fluid particles i.e. their origin and fate while the Eulerian description describes the

speed and direction of the fluid at specific locations.

The motion of a fluid particle or parcel is obviously governed by Newton’s

second law of motion, taken here from Dutton (1976), to be

du

dt
= Fx,

dv

dt
= Fy,

dw

dt
= Fz. (1.1)

Here the particle’s acceleration per unit mass is acted upon by the components of

force Fx, Fy, and Fz.

Figure 1.2 shows how the Eulerian and Lagrangian perspectives arise from

the equations of motion. Using Newton’s second law as a starting point, the first

integration produces the Eulerian velocities at specific points in space. A typical

Eulerian question that is applicable to the Delaware Bay is, “What are the forces

(currents) that act on the piling of a wind turbine?” The second, less appreciated,

integration yields particle trajectories, the Lagrangian perspective. An appropriate

Lagrangian question is, “Where does an oil spill go and what path does it take?”

Euler’s contribution to fluid mechanics has been referred to as the most im-

portant achievement of fluid mechanics. Truesdell (1954) describes this as “In the

older researches the description of the motion is rather assumed than constructed,
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but Euler before stating any physical assumptions formulated the concept of a con-

tinuous medium and analyzed the pure geometry of its motion, or kinematics, with

such thoroughness that little was added to this discipline until the work of Cauchy

seventy years later.” In this case the Euler relation is used to expand the total

derivative of equation 1.1 to apply the equation to a point in space,

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= Fx

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= Fy

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
= Fz. (1.2)

Equations 1.1 and 1.2 contrast the Lagrangian and Eulerian dynamic bal-

ances respectively. Equation 1.1 allows for the tracking of particles as they move

through a fluid, while equation 1.2 applies Newton’s second law to a fixed position.

The far reaching implications of Euler’s simplification are essentially responsible for

the modernization oceanographic observation. Historical measurements were made

mostly at fixed points; thus it was logical to use Euler’s equations of motion, even

though they are in a nonlinear form. This choice meant confronting the fundamental

nonlinearity rather than tracking particles.

Eulerian measurements made the earliest contributions to modern oceanog-

raphy. Advances in technology have resulted in the deployment of large numbers

of current measurement systems. These devices provide a time series of velocity

vectors at fixed locations. The vast majority of models and observational data have

been Eulerian in nature, but many users want to know where particles go and how

they get there, i.e. the Lagrangian character of the flow. These transport questions

are best answered with Lagrangian tools. Eulerian fields are “one integration short”
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of providing path related quantities. This has become painfully clear with the oc-

currence of the Deepwater Horizon oil spill in 2010 where pathways and transport

quantities were required.

Synoptic velocity fields are the ideal tools to look at these varying perspec-

tives. They are simply velocity fields in x,y,z and time. We are entering a period

of oceanography where more synoptic information is available than ever before. Al-

though, Eulerian, these fields are the key to analyzing Lagrangian data.

Lagrangian measurements help physical oceanographers to provide a first–

order description of the global ocean circulation. It is very appealing to track a

parcel of water in order to gain insight into the processes that affect its evolution.

These processes include the advective and non–advective transport of substances

discharged into the ocean. The earliest Lagrangian measurements only allowed for

researchers to track particles for short periods of time, but with the advancement of

satellite communication the length of time for tracking drifters or submerged floats

is limited only by the system’s battery power.

The early development of Eulerian measurement techniques out paced the

Lagrangian methods. However, in recent years, there has been wider usage of La-

grangian analysis methods. Most studies focus on either Eulerian or Lagrangian

measurement tools while neglecting the other. Here, we show that the combined

affect of Eulerian and Lagrangian analyses can produce new insight into ocean dy-

namics.

1.5 Questions to be Explored

The results presented here are divided into Eulerian and Lagrangian perspec-

tives. These analyses will focus on a variety of questions posed here, examined in

the chapters and discussed in the conclusions.

The Eulerian questions are :
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1) Can we identify and characterize dynamical processes with the use of a

synoptic data set?

2) What is the spatial distribution of the high and low frequency currents

at the mouth of the Delaware Bay?

3) Does our 2D synoptic description of the tides fill in the spatial gaps

present in other studies?

4) Is there a detectable wind response in the surface current record?

5) Is the cross–mouth current a persistent sub–tidal feature and, if so, what

are some of its characteristics?

The Lagrangian questions are :

1) What is the appropriate time scale for the usefulness of progressive vector

diagrams for studying coastal ocean transport?

2) What are typical forward and backward residence times, particle origins

and escape fates at the Delaware Bay mouth and how do these values

vary in space?

3) What are the forcing mechanisms that affect these residence time results?

4) Can we use a blob–loop method to calculate kinematic parameters of the

velocity fields and does it produce results similar to a finite difference

method?

5) What does the evolution of these blobs tell us about the characteristics

of the velocity fields at the Delaware Bay mouth?
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Figure 1.1: Five year long time series of Delaware River flow rate in m3 s−1. Shaded
region represents high–frequency radar analysis period.

Figure 1.2: Flow chart depicting the integration steps needed to reach the Eulerian
and Lagrangian flow perspectives.
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Chapter 2

DATA SOURCES

2.1 Freshwater Flow at Trenton

According to Sanders and Garvine (2001) the United States Geological Sur-

vey (USGS) Delaware River discharge record (Trenton, New Jersey) provides a good

measure of river flow, and is proportional to outflow at the bay mouth. The fresh-

water flow of the Delaware River has been measured at this location for over a

hundred years. Figure 1.1 shows a five year long time series of the river discharge.

This time series shows episodic events of high river outflow that are associated with

spring runoff. Some years are much higher than others. This speaks to the highly

episodic nature of the Delaware Bay circulation. The time period of outflow we are

interested in can be seen in the shaded regions of figure 2.1. This time series of

outflow is used to isolate the high and low discharge from the Delaware River. We

chose two periods in order to examine the importance of freshwater flux into our

study region. These time periods are a low–outflow period from 1 October to 14

November 2007 and a high–outflow period from 3 March to 16 April 2008.

2.2 Station Winds Over Water

Figure 2.2 shows two anemometer weather stations. These metrological sta-

tions report five minute wind measurements. There are stations at the Lewes and

Cape May ferry terminals but these locations can cause biasing of the wind measure-

ments when the ferries enter and exit the terminals. The offshore station is a NOAA
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metrological buoy 44009 which represents the only wind measurement reasonably

close to our study region. The Brandywine station is located on the Brandywine

light house out in the middle of the Delaware Bay, and has periods of data loss

during our analysis time intervals.

2.3 Synoptic Winds from the Weather Research and Forecasting (WRF)

Model

This section on winds is taken from Muscarella et al. (2011).

For synoptic winds over the Delaware Bay we used the Advanced Research

version of the Weather Research and Forecasting (WRF) (http://wrf-model.org)

model version 2.2 (Skamarock et al., 2007; Wang et al., 2007). WRF is a numer-

ical weather prediction system designed to serve both operational forecasting and

atmospheric research needs at scales from 300 m to 1000 km. This regional–scale

atmospheric model was jointly developed by many weather forecasting and atmo-

spheric climate modeling communities.

WRF features modern radiation and land surface parameterizations as well

as three-dimensional data assimilation. In this study, the Rapid Radiative Transfer

Model (RRTM) longwave radiation parameterization (Mlawer et al., 1997) and short

wave radiation parameterization (Dudhia, 1989) are used to represent atmospheric

radiative transfer. The planetary boundary layer (PBL) and turbulence processes

are represented by the Mellor–Yamada–Janjic Yonsei (MJY) University PBL scheme

(Hong et al., 2006). The tendencies calculated at each location by the MYJ scheme

depend only on the local properties of the flow. This PBL scheme has been shown to

produce more accurate surface winds over the ocean near Korea and Japan relative

to other PBL parameterizations in WRF (Kwun et al. 2009).

WRF also uses a surface layer parameterization to calculate friction velocities

and exchange coefficients for surface heat and moisture fluxes. The layer next to the

surface is a traditional Monin–Obukhov surface layer. Between this layer and the
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first PBL layer is a surface layer parameterization that uses the National Centers

for Environmental Prediction (NCEP) Eta similarity theory scheme (Janjic 1994).

Land surface processes are represented by the multilayer Noah surface model (Pan

and Mahrt, 1987; Chen and Dudhia, 2001; Ek et al., 2003; Holt et al., 2006) to

provide heat and moisture fluxes to the PBL scheme.

Regional weather forecast models have been used to study the influence of

surface forcing on coastal winds for at least 40 years (McPherson, 1970; Ohashi

and Kid, 2002; Thompson et al., 2007). Regional atmospheric models have also

been used to investigate the influence of urban surfaces, or modification of land

surfaces, on weather patterns (Kabat, 2004), and climate (Pielke, 2001; Klingaman

et al., 2008). WRF, in particular, was recently used to investigate sea breeze effects

and the atmospheric impact on CO2 fluxes (Ahmadov et al., 2007), the transport

of ozone (Darby et al., 2007), and as a model for low–level meridional circulation

(Nolan et al., 2007).

Correctly simulating low–level winds along coastlines is one of the challenges

of current mesoscale and regional–scale atmospheric modeling. Consequently, a

coastal mesoscale atmospheric model must be carefully assessed. This can be es-

pecially challenging for wind–current interaction studies, since wind observations,

while typically numerous over land, are sparse over water. Darby et al.(2007) used

WRF and Penn State’s fifth generation meso-scale model (MM5) to look at the

impact of sea breeze circulation on ozone transport. Over several days, WRF pre-

dicted the onset of the sea breeze slightly early or on time when compared with

lidar observations. However, both WRF and MM5 wind speeds were high relative

to observations, and more significantly, both models demonstrated reduced predic-

tive skill when local–scale meteorological events were dominant. During the Carbon

Europe Regional Experiment Study (CERES), comparisons between WRF wind
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profiles and radiosonde launches over southern France showed that the model accu-

rately predicted wind speed and direction in the mornings, with some disagreement

in direction in the afternoon when local forcing dominated (Ahmadov et al., 2007).

Here, WRF was forced with coarse–scale information from NCEP’s North

American Model (NAM) which has a spatial resolution of 40 km and a temporal

resolution of six hours. Our Delaware Bay simulations use three nested domains

(see Fig. 2.4) with spatial resolutions of 9 km (outer nest), 3 km (middle nest), and

1 km (inner nest). The spatial resolution of the land surface is 30 seconds for the

two inner nests. The outer nest (Fig. 2.4, region 1) is sized to capture synoptic

storms that may affect Delaware Bay. The middle nest (Fig. 2.4, region 2) covers

the entire Delaware Bay, and the inner nest (Fig. 2.4, region 3) includes the entire

HF radar measurement footprint.

Overlapping five–day WRF runs covered two analysis periods: October 1

through November 14, 2007 and March 3 through April 16, 2008. The first day of

each five–day run was discarded as spin–up and the start of each run overlapped

the previous run by one day. Winds at 10 m were archived hourly.

2.4 ADCP Currents

Deployment Longitude Latitude Depth (m) Start End

A -75.0648 38.7750 9.1
Oct. 26, 2007 Nov. 29, 2007
0000 GMT 1100 GMT

B -74.9610 38.8610 8.9
Apr. 9, 2009 May 12, 2009
1500 GMT 1200 GMT

C -74.9260 38.8400 11.2
Apr. 9, 2009 May 12, 2009
1600 GMT 1300 GMT

Table 2.1: Table of ADCP deployments.
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Three Teledyne RD Instruments 600 KHz ADCPs were deployed at the

mouth of the Delaware Bay within the HF radar footprint (table 2.1, figure 2.2).

These ADCPs are being used for comparison with a near surface current comparison

(section 3.2) and to show the barotropic nature of the water column (section 4.2.3).

For each deployment, the ADCPs used a vertical resolution (bin size) of 0.5 meters

and a sampling interval of five minutes. The bin containing the free surface for each

profile was determined using a received signal strength indicator bump detection

algorithm to identify the spike in reflected acoustic energy. The velocities from the

ADCPs are rotated by 12 degrees to account for the local magnetic declination. For

comparison with the HF radar measurements, ADCP velocities from the bin one

meter below the instantaneous free surface were used, since they consistently had

a high signal–to–noise (SNR) ratio, and were below the surface layer susceptible to

acoustic side lobe contamination (Teledyne, 2006).

2.5 High–Frequency Radar Currents

Over the last two decades, oceanographers have mapped surface currents by

measuring Doppler shifted backscatter using HF radars. See Paduan and Graber

(1997) for an accessible discussion of HF radar theory. These measurements have sig-

nificant advantages over traditional measurements from moorings and ship mounted

acoustic Doppler current profilers (ADCPs) as they provide high–resolution synoptic

coverage on hourly time scales and are amenable to routine monitoring. This allows

for the availability of long time series of synoptic velocities. Their chief limitation

is that they only measure currents near the ocean surface.

As HF radar has emerged as the major sensor for synoptic current mapping, a

number of studies have compared these measurements with ADCPs, current meters,

and Lagrangian drifters (Chapman and Graber, 1997; Chapman et al., 1997; Graber

et al., 1996; Kohut et al., 2006; Paduan et al., 2006; and Ohlmann et al., 2007).

These studies of HF radar vs. point measurements report root mean squared (RMS)
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differences of 7–19 cm s−1. Ohlmann et al. (2007) reported differences of 3–5 cm

s−1 between HF radar measurements and velocities derived from clusters of drifter

trajectories in the Santa Barbara Channel. They also present an excellent summary

of published HF radar assessment studies and a detailed discussion of the possible

sources of differences between HF radar measurements and those of other sensors.

Since HF radar measurements are averaged over time scales of 1–3 hours

and space scales of 1-10 km (ocean areas of 1-100 km2), the measurements include

contributions from real ocean variability over these time and space scales. As a

result, comparisons with independent point measurements (from ADCPs, current

meters, or drifter trajectories) must be interpreted with care, since these sensors

average over much smaller space and time scales.

Particularly relevant to this study is that of Skarke et al. (2008) who com-

pared HF radar measurements with near–surface velocities from a bottom mounted

ADCP during October–November 2007, just south of the Delaware Bay mouth near

the edge of the radar analysis region. They reported complex correlation amplitudes

greater than 0.9 with mean direction differences of 0.3 to 0.6 degrees and root mean

squared (RMS) differences of 14–22 cm s−1.

As oceanographers have gained confidence in the reliability of HF radars,

a significant number of studies based on these measurements have emerged over

the last decade. Shay et al. (2001) gave a detailed analysis of the M2 tide at the

Chesapeake Bay mouth. Beckenbach and Washburn (2004) used three years of

HF radar measurements to describe intermittent low–frequency waves propagating

through the Santa Barbara Channel. In Monterey Bay, Lagrangian analyses of HF

radar measurements have been used to study surface transport (Lipphardt et al.,

2006; Coulliette et al., 2007).

The surface current measurements used here come from two standard–range,

25 MHz radars. These radars are both SeaSonde–type Coastal Ocean Dynamics
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Applications Radars (CODAR). The southern site is located at Cape Henlopen,

DE, while the northern site is on the southern tip of Cape May, NJ (see Fig. 2.5).

Since a single radar measures only the surface velocity component along a radial

originating from the antenna, total vector current maps require a minimum of two

radars. Moreover, the velocity component perpendicular to the baseline between

two antennas cannot be resolved. For this reason, surface currents near the baseline

between the two Delaware Bay radars are not used here.

Ideal antenna patterns were used to produce separate maps of radial velocities

at each site. These radial velocities were combined to produce total velocities on

a grid with 1.5 km resolution. At each grid point, all radial velocities from both

sites within a 3 km radius are objectively fit using least–squares to produce a total

velocity vector. Total velocity maps were created hourly.

This network has been operational since December 2006. The data used

in the subsequent analyses are from three distinct time periods seen in table 2.2.

Environmental factors influence the spatial extent of the total velocity measurement

footprint over time, and occasional gaps within the footprint do occur. See Paduan

and Rosenfeld (1996) for a detailed explanation. To minimize the effects of temporal

gaps, we restricted our analysis to grid locations that had at least 80% coverage in

time over the analysis period. An example of the hourly HF radar surface current

maps is shown in Figure 2.5. Several gaps are seen along the outer edge of the

measurement footprint. Figure 2.6 shows the percent coverage in time for the radar

grid, the grid points with at least 80% coverage in time, and the mean velocities at

these locations for analysis period 1.

In addition, to the spatial gaps within the hourly maps, an equipment failure

at Cape May from 3 December 2200 GMT to 20 December 1300 GMT prevented

any HF radar measurements. For December 2007, then, the monthly mean flow was

computed for each grid point with at least 40% coverage in time. Figure 2.7 shows
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Period Start End

1
Oct. 1, 2007 May 31, 2008
0000 GMT 2300 GMT

2
Sep. 1, 2008 Sep 30, 2008
0000 GMT 2300 GMT

3
Apr. 9, 2009 May 12, 2009
1600 GMT 1300 GMT

Table 2.2: Table of HF radar time periods.

the temporal coverage of the radar sites throughout time period 1, the equipment

failure is easily seen in the record.

2.5.1 HF Radar Errors

Several sources of uncertainty can conspire to degrade total velocities com-

puted by combining measured radial velocities from two or more radar sites. Ge-

ometrical dilution of precision (GDOP), which increases as the look angles from

multiple radars begin to deviate from orthogonality, can amplify small uncertainties

in measured radials. Spatial variability within the averaging circle used to combine

radials also adds to uncertainty. Spatial coverage of radials also decreases with in-

creasing range from the antenna due to the non-uniformity of the polar coordinate

grid. Temporal variability over the averaging time window can contribute errors to

measurements. The isolation of these sources of error from true measurement error

will remain a goal for the HF radar community in the short term.

2.5.1.1 Geometric Dilution of Precision

GDOP is well known in the radar community to be the cause of the uncer-

tainties in the measurements in a baseline region (area between two sites). While

the principle is well known, very few fully understand its influence in introducing
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errors into measurements. A simple definition would state that GDOP is a dimen-

sionless coefficient of uncertainty which relates the effect that station geometry has

on current measurement.

Next, we look at an example laid out by Barrick (2002). Figure 2.8 assumes

two radar measurements of vector components (m1 and m2) which can be radials,

the total velocity is w, and the normals along the radar-measured components (n1

and n2). Assume the baseline lies along x axis. The total velocity is unknown. We

have two linear equations:

m1 = n1xu+ n1yv,

m2 = n2xu+ n2yv, (2.1)

with solutions of:

u =
n2ym1 − n1ym2

n1xn2y − n2xn1y
,

v =
n1xm2 − n2xm1

n1xn2y − n2xn1y
. (2.2)

The denominator is the sine of the angle between n1 and n2 and is related

to GDOP and can be seen in a general sense as a gross measure of the stability of

w. Next, it is required to assign the same uncertainty or random error to m1 and

m2. This is because without some measure of error, GDOP is meaningless. One can

estimate u and v exactly right up to the parallel condition if there is no measurement

error. After several assumptions to simplify the system the u, v and w variances
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are:

σ2
u =

n2
2y + n2

1y

|n1xn2y − n2xn1y|2
σ2,

σ2
v =

n2
2x + n2

1x

|n1xn2y − n2xn1y|2
σ2,

σ2
w = σ2

u + σ2
v =

2σ2

|n1xn2y − n2xn1y|2
. (2.3)

Again the denominator, or the sine of the angle between the lines from the radar

sites to some observation point, can cause the GDOP to become infinite at 0 or 180

degrees. It is suggested that GDOP acceptability thresholds be setup to allow for

range of uncertainty within the measurements.

Figure 2.9 shows the GDOP values for the Delaware Bay HF radar sites.

The red values represent areas where the crossing angles are small so the GDOP

will amplify the uncertainty in the measurements. The areas of high GDOP are

isolated to the baseline region, down in the southwestern portion of the domain,

and far away from the sites.

2.5.1.2 Antenna Pattern Issue

SeaSonde–type HF radar receive antennas can be sensitive to distortion from

nearby objects, and the accuracy of their measurements is most often improved

by measuring the antenna response pattern (Paduan et al., 2006). The antenna

patterns for the Cape May and Cape Henlopen sites were measured in September

2007 and found to be nearly ideal. However, when the measured pattern was used

to reprocess data at the Cape Henlopen site, azimuthal gaps occurred, resulting in

significant data loss. Since the cause of this spokiness in azimuthal coverage is due

to small scale roughness in the measured antenna pattern, ideal antenna patterns

were used for all HF radar measurements described here.
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Figure 2.1: Time series of Delaware River flow (m3 s−1) measured near Trenton, New
Jersey for October 2007 through May 2008. The low-flow (October 2007-November
2007) and high-flow (March 2008-April 2008) periods are highlighted in grey.
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Figure 2.2: Map of ADCP deployments (black dots), wind stations (green dots),
and ferry terminals (red dots).
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Figure 2.3: Example WRF model winds. Every third wind vector is shown, for
clarity. The green box shows the limits of the geographic region relevant to this
study. Here conditions are shown for 1 October 2007, 1000 GMT.
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Figure 2.4: Two inner domain nests (yellow boxes, numbered 2 and 3) used for the
Delaware Bay WRF model. Six wind measurement stations on or near land (white
circles) and two stations over water (red circles) were used to assess the WRF model
as part of this study. The region outside the bay mouth that is the focus for this
study is shown as a green box. The WRF model outer nest (not shown) extends
from just south of Cape Hatteras, NC northward to Long Island, NY.
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Figure 2.5: Example HF radar surface currents at the Delaware Bay mouth. Color
contours show bottom topography (in m) and the two radar antenna locations are
shown as red circles for 1 October 2007, 1000 GMT.
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Figure 2.6: Color contours of temporal coverage (in percent) of HF radar measure-
ments for period 1 October 2007 through 31 May 2008. The 250 grid locations with
a minimum of 80% coverage are shown as black circles. At these locations, mean
velocity vectors (black) for the entire analysis period are overlaid.
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Figure 2.7: Plot on top shows the number of radials for Cape Henlopen (blue) and
Cape May (red) over the time period 1 October 2007 through 31 May 2008. The
bottom plot shows the status of the radar sites over the same time period. Notice
the equipment failure at the Cape May site in December 2007.
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Figure 2.8: Diagram of vectors from two radar sites at a desired grid point.
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Figure 2.9: Geometric dilution of precision (GDOP) for the two site Delaware Bay
HF radar network.
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Chapter 3

COMPARISON OF SYNOPTIC DATA WITH POINT

MEASUREMENTS

Two synoptic data sets are examined, observed surface currents with HF

radar and modeled near surface winds with WRF. As noted earlier, historical cir-

culation analyses have relied on point measurements. With the introduction of

synoptic data sets, like the ones shown here, it is necessary to compare the two to

provide more confidence in the newer measurements.

3.1 Statistics Used Here

The remainder of this chapter focuses on comparisons between near–surface

wind and current time series. These records will be quantitatively compared using

several statistics:

1) Pearson scalar correlation (r) - is a measure of the correlation or strength

of linear dependence between two variables. This quantity is the co-

variance of the two variables divided by the product of their standard

deviations.

2) Vector correlation (ρ,ω) - computes the complex correlation between two

vector times series yielding an amplitude correlation (ρ) and an estimate

of a mean veering angle (ω), based on Kundu (1976).
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3) RMS difference (∆uRMS) - is a measure of the magnitude of variability

of the difference of two scalar time series. It is defined as:

∆uRMS =

����
�

1

N

� N�

n=1

(uADCP
n − uradar

n ) 2 (3.1)

where N is the number of samples in the vector time series.

4) Linear regression fits (a,b) - is an a method for modeling the relationship

between two variables with linear regression though least squares fitting

orthogonal residuals yielding the slope (a) and the y–intercept (b) of the

component time series.

3.2 Near Surface Current Comparisons

Here, all three ADCP deployments from table 2.1 will be examined. The

locations, time periods, and depth are all available in the table. The ADCP time

periods span HF radar time periods one and three (see table 2.2). For the compar-

isons, the ADCP velocities from the near-surface bin were smoothed using a moving

average (arithmetic mean) filter with a window width of one hour, to mimic the HF

radar temporal averaging scheme. The ADCP velocities from the nearest HF radar

grid point available were used. The first deployment (A) occurred during the fall of

2007 and was located near the western edge of the HF radar footprint (see figure

2.2). Subsequent deployments (B and C) occurred during the spring of 2009 and

were located in the central portion of the HF radar footprint, where HF radar radial

crossing angles are optimal. It is important to note that deployments B and C are

a distance of 3.8 km apart.

Statistics are computed for both u (east–west) and v (north–south) velocity

components. Radial velocities are also compared. Radial velocity (z) is defined

as current velocity parallel to a line between the ADCP and the Cape Henlopen
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HF radar antenna (z1) and current velocity parallel to a line between the ADCP

and the Cape May HF radar antenna (z2) with positive values directed towards the

antennas.

The ADCP is not the ideal instrument for inter–comparisons with HF radar

data. The reason for this is that the ADCP averages over spatial areas on the or-

der of centimeters to meters while the radar averages over spatial areas of several

kilometers. ADCPs also can return much higher temporal resolution, on the order

of minutes, compared to the hour long averaging time for our 25 MHz radars. Also,

the actual physics of the scattering for both instruments is distinctly different. The

radar scatters off the ocean surface and gets returns from ocean waves of half the

wavelength of the transmitted wave. The ADCP, on the other hand scatters off

particulate matter in the water column. The differences in spatial and temporal

averaging, along with the differences in scattering mechanisms, make the measure-

ment technologies as different as apples and oranges. Measurements are also subject

to geometrical errors like GDOP (see section 2.5.1.1).

Figures 3.1, 3.3, and 3.5 (a,b) show a time series comparison between the

ADCP nearest valid surface bin (blue) and the nearest HF radar measurement (red)

for a four–day period of the respective deployment. There is a clear semi–diurnal

tide phase agreement between the two measurements in all deployments. Figure

3.5 b shows the time series of v at location C. The speeds here seem to be slightly

smaller then at the other two locations/deployments.

Figures 3.1, 3.3, and 3.5 (c,d) shows the scatter plots of all (u,v) measure-

ments. Table 3.1 has the relevant statistics from this comparison analysis for frames

A, B, and C. The ADCP speeds seem to be higher than the radar speeds for frame

B in the u direction. The u direction also contains larger velocity magnitudes.

Deployment C produces the best agreements with the HF radar.

Figures 3.2, 3.4, and 3.6 (a,b) depict the time series of the radial speeds from
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the moored ADCP (blue), with those measured from the Cape Henlopen and Cape

May radars (red) for four days during the deployment time period. The ADCP

mooring location for frame A was very close to the Cape Henlopen radar and near

the edge of the Cape May radar coverage footprint. This caused radial velocities

from the Cape Henlopen site to be more numerous than those from the Cape May

site. Again, there was a strong presence of a semi–diurnal tidal signature.

Figures 3.2, 3.4, and 3.6 (c,d) shows scatter plots of radial speed measure-

ments at Cape Henlopen and Cape May. The statistics for frames B and C are

more consistent between the two sites because of the locations of the ADCPs. These

frames are essentially equidistant from both radar sites and in an area of low GDOP.

Table 3.1 presents the statistics made between HF radar currents and those

from three ADCP deployments. The (u,v) velocities show RMS differences ranging

from 6.74 to 23.96 cm s−1, which is generally consistent with published results from

other geographic regions. In all cases, both the scalar and complex correlations were

very high.

Deployment A was part of an unrelated sediment transport study and pro-

vides “measurements of opportunity” for this analysis. Deployments B and C were

part of a study designed to assess a new model being implemented at the mouth of

the Delaware Bay. These locations (B and C) are essentially equidistant from both

radar antenna and provides more consistent statistics.

For completeness, figure 3.7 shows the comparison between frames B and C

which were approximately 3.8 km apart and deployed over the same time period.

Table B shows statistics for the comparison between frames B and C. The number of

valid data points is much higher than the ADCP vs. HF radar where the averaging

time is one hour and as compared to the ADCP averaging time of five minutes. This

comparison shows a good agreement in the u direction and weaker agreement in the

v direction.
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Frame N ∆RMS r a b ρ ω

A

u
817

14.02 0.92 1.45 -6.74
0.91 -25.34

v 23.96 0.89 0.54 -1.45
z1 742 18.55 0.92 0.90 4.31
z2 455 20.92 0.65 0.70 -2.23

B

u
771

14.53 0.96 0.82 4.65
0.97 -3.6

v 11.5 0.98 0.73 -5.65
z1 751 11.31 0.79 0.86 -2.19
z2 787 10.83 0.96 0.79 -3.39

C

u
772

8.79 0.97 0.91 0.11
0.97 6.36

v 6.74 0.95 1.22 -0.28
z1 753 10.44 0.95 0.88 1.55
z2 740 8.43 0.96 1.13 -1.49

Table 3.1: Table of ADCP vs. HF radar statistics. N is the number of samples,
∆RMS is the root mean square difference in cm s−1, r is the linear correlation
coefficient, a is the slope of the linear fit, b is the y–intercept of the linear fit, ρ
is the amplitude of the complex correlation, and ω is the phase of the complex
correlation. z1 and z2 denote the radial components between the ADCP and Cape
Henlopen and the ADCP and Cape May respectively.

Lastly, it is necessary to examine the causes of the observed difference between

the ADCP and radar comparisons. The differences in the spatial averaging areas

of the two measurement technologies is examined with a Matlab toolbox capable

of creating several analytic velocity fields and simulating the results that would be

produced within the CODAR software. This topic is discussed in detail in appendix

B. To summarize the results, a conservative estimate is that we can explain roughly

10% to 20% of ADCP vs. radar point differences.

3.3 Near Surface Wind Comparisons

Here, WRF was forced with coarse–scale information from NCEP’s North

American Model (NAM) which has a spatial resolution of 40 km and a temporal
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N ∆RMS r a b ρ ω

u
9456

12.64 0.97 0.90 4.46
0.98 -20.54

v 23.09 0.82 0.44 -2.48

Table 3.2: Table of ADCP frame B vs ADCP frame C statistics. N is the number
of samples, ∆RMS is the root mean square difference in cm s−1, r is the linear
correlation coefficient, a is the slope of the linear fit, b is the y–intercept of the
linear fit, ρ is the amplitude of the complex correlation, and ω is the phase of the
complex correlation.

resolution of six hours. Our Delaware Bay simulations use three nested domains

with spatial resolutions of 9 km (outer nest), 3 km (middle nest), and 1 km (inner

nest). The spatial resolution of the land surface is 30 seconds for the two inner nests.

Figure 2.4 shows the area covered by each of the two inner nests. The outer nest

(extending from south of Cape Hatteras, NC northward to Long Island, NY) is sized

to capture synoptic storms that may affect Delaware Bay. The middle nest (Figure

2.4, region 2) covers the entire Delaware Bay, and the inner nest (Figure 2.4, region

3) includes the entire HF radar measurement footprint. Overlapping five–day WRF

simulations were computed for both the low and high outflow periods. The first day

of each five–day run was discarded as spin–up and the start of each run overlapped

the previous run by one day. Winds at 10 m were archived hourly. Figure 2.3 shows

example 10 m wind vectors for 1 October 2007, 1000 GMT with every third wind

vector shown, for clarity.

To assess the accuracy of the 10 m WRF winds used here, we compared them

with observed winds (corrected to a height of 10 m) from eight stations around

Delaware Bay during both the low and high outflow periods. Six of these stations

were on or very near land (shown as numbered white circles in Figure 2.4). For these

six stations, comparisons were made with the nearest WRF model grid location,
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typically less than 0.5 km away, except for station 6, which was 1.5 km away from

the nearest model grid point (in the WRF middle nest). The remaining two stations

were over water, and the closest two stations to our study region (Brandywine Light

and NOAA buoy 44009, shown as red circles in Figure 2.4). For these two stations,

since the model winds were more spatially coherent over water, they were linearly

interpolated in space to the station location. At all eight stations, observed winds

were linearly interpolated to the nearest hour to match the WRF archiving scheme.

Note that the six stations on or near land are located along boundaries that

are particularly challenging for the WRF model. Stations 1 and 2 are located very

close to land–water boundary, where sharp gradients in surface properties occur.

Stations 3–6 lie close to the boundary between the two inner WRF nests (nests 2

and 3 in Figure 2.4), where nested boundary conditions become important. Statistics

for comparisons between observed and modeled winds at these six stations, then,

represent a conservative estimate of model skill in the inner nest.

At each of the eight stations, complex correlation magnitude (σmag) and mean

veering angle (σphase) were computed (Kundu, 1976). σphase is a measure of the

average direction error (in degrees) between two vector time series, with negative

values indicating model winds to the right of observed winds. RMS differences

between observed and modeled wind components at 10 m (∆urms, ∆vrms) were also

computed, as well as the RMS value of the observed wind magnitude (|�v|rms). Table

3.3 shows the comparison statistics for each station during both the low and high

outflow periods. Units for all RMS values are m s−1. Note that no observations

were available at Brandywine Light for the high outflow period.

For the two stations over water (Brandywine and buoy 44009), all σmag are

0.88 or greater, and all σphase values are less than 8◦. All ∆urms and ∆vrms values

range from 2.4–3.0 m s−1, with |�v|rms values of 6.8–8.9 m s−1. At the six stations on

or near land (stations 1–6), Table 3.3 shows σmag range from 0.75–0.87, with slightly
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higher correlations during the high outflow period. All σphase values at stations 1–6

are less than 20◦, except for station 1 during the high outflow period, when σphase

increased to almost 22◦. |�v|rms values at stations 1–6 ranged from 2.64–6.94 m s−1,

with (∆urms, ∆vrms) values typically one–half to two–thirds of the |�v|rms values.

Coastal wind modeling is a challenging problem, particularly in geographic

regions like Delaware Bay, where the winds are typically weak and variable. Here,

the low σphase values for Brandywine Light and buoy 44009 (Table 3.3) indicate WRF

model skill in representing wind direction over water. Since vector correlations are

insensitive to wind magnitude uncertainties (when wind direction uncertainties are

small), we expect the wind–surface current correlations discussed in section 4.2.2

to be reliable indicators of surface current response to wind forcing. Additionally,

we found that the 40–hour low–pass filter (applied to both winds and surface cur-

rents prior to computing vector correlations) reduced the RMS differences between

observed and modeled winds at all stations by roughly 0.5 m s−1.
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Table 3.3: Statistics of comparisons between observed and WRF model winds at
eight stations (shown in Figure 2.4 for the low and high outflow periods. Complex
correlation magnitude (σmag) and mean veering angle (σphase) are shown. Negative
σphase values indicate model winds to the right of observed winds. RMS differences
between observed and modeled wind components at 10 m (∆urms,∆vrms) and RMS
observed wind speed(|�v|rms) are also shown.
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Figure 3.1: Example (u,v) time series (a and b) for 4–9 November 2007 showing
moored ADCP measurements from frame A (blue) and HF radar measurements
(red). Also, scatter plots for (u,v) velocities (c and d) with moored ADCP measure-
ments along the x–axis, and HF radar measurements along the y–axis. In (c) and
(d), a one to one correspondence line is also shown. All velocities are in cm s−1.
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Figure 3.2: Example radial velocity time series (a and b) for 4–9 November 2007
showing moored ADCP measurements from frame A (blue) and HF radar measure-
ments (red) referenced to Cape Henlopen radar antenna (a) and the Cape May
antenna (b). Also, scatter plots showing moored ADCP radial velocities (x–axis)
verses HF radar radial velocities (y–axis) referenced to the Cape Henlopen antenna
(c) and the Cape May antenna (d). In (c) and (d), a one to one correspondence line
is also shown. All velocities are in cm s−1. Positive radial velocities are directed
toward the antenna.
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Figure 3.3: Example (u,v) time series (a and b) for 18–22 April 2009 showing moored
ADCP measurements from frame B (blue) and HF radar measurements (red). Also,
scatter plots for (u,v) velocities (c and d) with moored ADCP measurements along
the x–axis, and HF radar measurements along the y–axis. In (c) and (d), a one to
one correspondence line is also shown. All velocities are in cm s−1.
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Figure 3.4: Example radial velocity time series (a and b) for 18–22 April 2009 show-
ing moored ADCP measurements from frame B (blue) and HF radar measurements
(red) referenced to Cape Henlopen radar antenna (a) and the Cape May antenna
(b). Also, scatter plots showing moored ADCP radial velocities (x–axis) verses HF
radar radial velocities (y–axis) referenced to the Cape Henlopen antenna (c) and
the Cape May antenna (d). In (c) and (d), a one to one correspondence line is also
shown. All velocities are in cm s−1. Positive radial velocities are directed toward
the antenna.

41



Figure 3.5: Example (u,v) time series (a and b) for 18–22 April 2009 showing moored
ADCP measurements from frame C (blue) and HF radar measurements (red). Also,
scatter plots for (u,v) velocities (c and d) with moored ADCP measurements along
the x–axis, and HF radar measurements along the y–axis. In (c) and (d), a one to
one correspondence line is also shown. All velocities are in cm s−1.
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Figure 3.6: Example radial velocity time series (a and b) for 18–22 April 2009 show-
ing moored ADCP measurements from frame C (blue) and HF radar measurements
(red) referenced to Cape Henlopen radar antenna (a) and the Cape May antenna
(b). Also, scatter plots showing moored ADCP radial velocities (x–axis) verses HF
radar radial velocities (y–axis) referenced to the Cape Henlopen antenna (c) and
the Cape May antenna (d). In (c) and (d), a one to one correspondence line is also
shown. All velocities are in cm s−1. Positive radial velocities are directed toward
the antenna.
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Figure 3.7: Example (u,v) time series (a and b) for 18–22 April 2009 showing moored
ADCP measurements from frame B (blue) and frame C (red). Also, scatter plots for
(u,v) velocities (c and d) with frame B measurements along the x–axis, and frame
C along the y–axis. In (c) and (d), a one to one correspondence line is also shown.
All velocities are in cm s−1.
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Chapter 4

EULERIAN PERSPECTIVE

In this chapter we study the spatial and temporal variability of surface cur-

rents and winds at the Bay mouth using synoptic maps. The current field can

generally be partitioned into four parts:

1) Tides

2) Wind Driven

3) Freshwater Outflow

4) Residual.

These components of the velocity fields are partitioned by frequency. The spatial

distribution of the tides is examined and identified as a large portion of the total

variance. The wind–driven flow is a result of low–frequency winds. These low–

frequency currents are more difficult to describe due to their magnitude in relation

to the total currents. The two–dimensional characteristic of these Eulerian analyses

is a huge improvement on the spatial resolution of historic observational experiments

conducted in this region.

4.1 High–Frequency Features

The only high–frequency features examined in this section will be the tides.

We will not only show the spatial distribution of the dominant semi–diurnal tide but
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show its influence on the total variance of the velocities. It is important to note that

that the tides, while deterministic, are a complicated forcing mechanism in coastal

waters with the presence of complex coastlines and bathmetry.

4.1.1 Fitting Maps of the Tides

This section is taken from Muscarella et al. (2011).

Tide fits from time series of HF radar surface velocities were computed using

the Matlab T TIDE toolbox (Pawlowicz et al., 2002), which fits multiple harmonics

to vector time series that may include temporal gaps. A total of 45 astronomical

and 101 shallow–water constituents are available. Signal to noise ratios (SNR)

are estimated for each constituent using a nonlinear parametric bootstrap technique

with a white noise assumption. We followed Pawlowicz et al. (2002) recommendation

and used a minimum SNR value of two as a measure of a statistically significant fit.

As a measure of tidal energy, we define a tidal ellipse magnitude, M, as the square

root of the sum of the squares of the major (ra) and minor (rb) tidal ellipse axes:

M =
�
r2a + r2b .

For time period 1 (see table 2.2), tidal velocity fits were computed at 250 grid

locations with at least 80% temporal coverage (see Figure. 2.6). We explored the

relative importance of all resolved tidal constituents by examining fits using a set

of constituents selected using T TIDE’s objective criteria. For most grid locations,

five constituents (M2, N2, S2, K1, and O1) were found to be the most energetic

(largest M values). In many cases, these five constituents were also the only ones

with statistically significant fits (SNR ≥ 2). We also computed a second set of tide

fits at each grid location using only these five constituents.

Table 4.1 shows M and SNR statistics (minimum, maximum, mean, and

standard deviation) for the five-constituent tide fits at the 250 grid locations shown

46



in Figure 2.6. All minimum SNR values in Table 4.1 are greater than two, and mean

SNR values were approximately 20 or greater. Mean M values for N2 and S2 were

about 8, roughly one–fifth of the M2 value. Mean M values for the two diurnal

constituents were about 4, roughly one–tenth of the M2 value.

Period Mmin Mmax M MSD SNRmin SNRmax SNR SNRSD

M2 12.42 28.52 84.01 43.77 10.77 986.55 5713.38 2297.70 881.07
N2 12.66 5.33 16.82 8.12 1.92 38.76 173.53 79.35 25.60
S2 12.00 5.55 15.19 8.02 1.67 38.03 199.09 81.79 23.10
K1 23.93 2.44 8.16 3.94 1.08 3.58 66.47 21.35 14.55
O1 25.82 1.94 6.26 3.56 0.53 6.79 44.45 19.69 7.42

Table 4.1: Period (hrs), M (cm s−1), and signal–to–noise (SNR) statistics for five–
constituent tide fits from HF radar measured surface currents

4.1.2 Spatial Distribution of M2

Münchow et al. (1992) used current meter records at various depths from

31 moorings to show that the M2 tide constituent was the dominant component

on the coastal region adjacent to the Delaware Bay mouth. However, only nine of

their moorings were in the immediate vicinity of our analysis region, four along the

line across the bay mouth, and five southeast of our radar footprint (Figure 4.1,

black ellipses). Along the bay mouth, their M2 tide ellipses were nearly rectilinear

and roughly perpendicular to the line across the mouth. Offshore, M2 tidal current

magnitudes decreased by at least a factor of two.

M2 tidal ellipses are shown in red in Figure 4.1. For clarity only every second

ellipse is shown. Ellipses from the Münchow et al. (1992) analysis are also shown (in

black). Note that, of the four moorings near the bay mouth, only one was within the

radar footprint. Five moorings were seaward of the radar footprint, to the southeast.

The overall agreement between the M2 ellipses from two data sets shown in Figure
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4.1 is excellent, both showing rectilinear ellipses aligned with the local bathymetry

at the bay mouth. The largest M values occur in the deep channel at the southern

side of the mouth. M2 ellipses from the radar measurements show decreasing M

values moving seaward, consistent with the smaller M2 current magnitudes at the

five offshore Münchow et al. (1992) sites.

Five of the Münchow et al. (1992) moorings were seaward of the radar foot-

print, to the southeast. Of the four Münchow et al. (1992) moorings near the bay

mouth, only one was within the radar footprint, near the southern edge of the bay

mouth. At this mooring location, Münchow et al. (1992) reported M2 (ra, rb) values

of (94.3, 7.5) cm s−1, with the ellipse oriented at an angle of 127.0◦ with respect to

east. These values agree very well with those computed at the nearest radar grid

point (160 meters away): (ra, rb) = (83.5, 11.5) cm s−1, with an ellipse orientation

angle of 125.9◦.

The sparseness of these observations motivated Whitney and Garvine (2008)

to study the spatial variability of the M2 tides outside the bay mouth with a numer-

ical model. Their M2 tidal currents, although broadly consistent with the Münchow

et al. (1992) analysis, could not be assessed with independent observations, until

now.

M2 ellipses computed from the radar measurements (Figure 4.1) provide an

important validation of the depth–averaged model M2 tidal current amplitudes re-

ported by Whitney and Garvine (2008). Differences between M2 ra computed from

the radar measurements and interpolated, depth–averaged values from the Whitney

and Garvine (2008) model are shown in Figure 4.2, with colored circles showing

(rmodel
a − rradara ) normalized by rradara and expressed as percentages. The model data

used to compute these differences was provided by M. Whitney. Figure 4.2 shows

that, except for radar grid points close to the bay mouth, the magnitudes of M2

ra differences were typically less than 20%. Note also that the model ra values are
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depth–averaged, and likely underestimate the true near–surface values.

The ra differences shown in Figure 4.2 are larger near the bay mouth, with the

largest differences occurring in the immediate vicinity of the Cape May peninsula.

This is not surprising, since the bottom topography in that area is quite rugged, with

water depths varying from one to ten meters over distances of less than one kilometer.

In the model, this bottom bathymetry is smoothed, and locations with depths less

than 1.5 meters are considered as land. In addition, radar measurement uncertainties

are higher near the baseline between the two radars, which spans the bay mouth.

Near the baseline, the look angles for the two radars are nearly parallel. When

radial velocities become nearly parallel, geometric dilution of precision amplifies

measurement uncertainties (Chapman et al., 1997).

Since Whitney and Garvine (2008) noted a steady decrease in model M2 ra

moving offshore outside the bay mouth, we compared M2 ra values along a line orig-

inating midway across the bay mouth and extending offshore perpendicular to the

bay mouth line for 25 km (black line shown in Figure 4.2). Profiles of ra interpolated

at 1 km intervals along this line are shown in Figure 4.3 for the Whitney and Garvine

(2008) model (in red) and for the HF radar tidal fits (in blue). No attempt was made

to extrapolate radar ra values for locations outside the radar footprint. Figure 4.3

shows excellent agreement between the model and radar–derived ra profiles.

Tidal ellipses for the two other energetic semi–diurnal constituents (figure

4.4) were qualitatively very similar to the M2 ellipses and also agreed quite well

with a single historical ellipse from Münchow et al. (1992). Diurnal ellipses (figure

4.5) were much less energetic, with typical M values about one–tenth of those for

M2. K1 and O1 ellipses agreed well with those reported by Münchow et al. (1992)

at one location within the radar footprint.

Figure 4.6 shows a map of the percent of the velocity variance explained by

the 5 constituent tidal fits. The tides account for roughly 90% of the variance at
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the bay mouth. Typical maximum tidal currents are of the order of 100 cm s−1 in

the deep channel at the southern bay mouth. However, this fraction drops to about

40% at the eastern edge of the radar footprint.

In a region like Delaware Bay, where an estuary meets the adjacent shelf,

stratification during high runoff periods could conceivably amplify the nonlinear in-

teractions among tide constituents, potentially causing a shift in tide fit parameters.

We examined this possibility using monthly fits over our analysis period and found

no detectable variation in tide fit parameters, even during the spring runoff in 2008.

4.2 Low–Frequency Features

The low–frequency features addressed in this section are defined as any fea-

ture with a period longer than one day. These features are the wind–driven flow

and the residual flow. The residual flow (total flow minus the tides) is dominated

by two key features: the outflow plume and the cross–mouth flow. The main tools

used here to examine the sub–tidal flow are low pass filtering and simple tempo-

ral means. These data products reveal some interesting Eulerian results of longer

period forcings.

4.2.1 Low–Frequency Currents

A lack of synoptic observations over the ocean has limited previous efforts

to describe low–frequency variations of currents at the Delaware Bay mouth. This

obstacle is overcome with the high–resolution hourly HF radar surface currents. We

examined the low–frequency surface currents using a variety of techniques, including

detiding, 40–hour low–pass filtering, and weekly and longer term averages at each

radar grid point. Although the details vary somewhat depending on the type of

average, the broad picture is remarkably consistent with earlier studies of Delaware

Bay. Moreover, except for the high outflow period in March and April 2008, mean

maps showed little variability from month to month.
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Figure 4.7 shows 45–day mean surface currents for the low and high outflow

periods (see Figure 2.1). Currents at grid locations with at least 80% coverage

over the 45–day period are shown. The spatial coverage during the low–outflow

period was better (reaching further offshore) when compared to the high–outflow

period. Both periods show a clear outflow plume evident at the southern bay mouth

(over the deep channel) and evidence of cross–mouth flow directed to the southwest.

Maximum outflow plume currents are 10 cm s−1 higher during the high outflow

period. Note that these maximum currents (20-25 cm s−1) are still only about 20%

of the M2 tidal current amplitude. Current patterns at the eastern side of the

footprint differ between the two periods: low–outflow period flow is predominantly

to the east, and this flow veers to the south during the high–outflow period.

Figure 4.7 also shows color contours of the ratio of the mean current speed to

the standard deviation magnitude for surface currents over the two analysis periods.

Small values of this ratio (yellow–orange colors) show regions where velocity fluc-

tuations are large compared to the mean speed, indicating that the mean flow is a

poor indicator of “typical” flow conditions. During both periods, regions offshore of

the bay mouth and northeast of the outflow plume have large velocity fluctuations

compared to the mean.

4.2.2 Wind Driven Currents

It is challenging to assess the influence of local winds on surface currents in a

coastal region when both winds and currents show marked variability. In Delaware

Bay, diurnal variability due to seabreeze is significant during some periods, and

tides are by far the most energetic component of the surface currents. Steady wind

conditions rarely persist long enough to permit a simple Ekman analysis. Here, we

restrict our analysis to a single question: Once the energetic tides are removed, can

a surface current response to local wind fluctuations be detected?
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To address this question, we computed complex correlations (Kundu, 1976)

between surface currents and wind stress at 10 m from the WRF model for both

the low and high outflow periods. The surface current and wind stress vector time

series were each 40–hour low–pass filtered, and the model wind stresses were linearly

interpolated to the radar grid.Figure 4.8 shows maps of the complex correlation

magnitude (σmag) and mean veering angle (σphase) for wind–current correlations

during both analysis periods. Negative σphase values indicate currents to the right

of the winds.

The general correlation patterns in Figure 4.8 are quite similar between the

two periods. The highest σmag values are near the center of the radar footprint.

Near the bay mouth, where energetic mean flow to the southwest persists, σmag

is reduced. At the southern side of the mouth, where energetic outflow persists,

σmag is also reduced. The small, negative σphase values near the center of the radar

footprint indicate that the surface currents are slightly to the right of the wind.

However, in the outflow plume and along the northeast edge of the footprint, the

low–frequency currents are to the left of the wind. These σphase maps suggest that

strong wind events do not last long enough to set up a significant Ekman response

in the low–frequency circulation.

However, comparisons between wind stress and surface current time series

show that surface currents do veer rapidly to the right in response to energetic wind

events that persist for more than a few days. For example, Figures 4.9 (low outflow

period) and 4.10 (high outflow period) show time series of WRF winds at 10 m

and surface currents at point A, located in the center of the radar footprint (see

Figure 4.14). Winds and surface currents have both been 40–hour low–pass filtered,

and vectors are shown at six–hour intervals. Time series of the direction difference

(currents minus winds) are also shown, with periods when the currents were to the

right of the winds shown in red. The wind records are dominated by brief, energetic
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events that typically last no more than three days. The wind veering during these

events indicates that they are most likely associated with passing weather systems,

like storms. During energetic events, Figures 4.9 and 4.10 show that, while surface

currents clearly veer rapidly to the right of the wind, the ocean response is simply

not persistent enough to be detected through complex correlation analysis.

4.2.3 Cross-Mouth Flow

When the tides are removed from measured surface currents, two persistent

features are evident. One is the outflow plume which has been well described in

the literature and is a well–understood feature of estuarine circulation. The second

feature is the cross-mouth flow, which is not well documented. A southwesterly

flow across the bay mouth was reported earlier by Garvine (1985) and Wong and

Moses–Hall (1998). As their results were based on current meters at fixed loca-

tions, little attention has been paid to this feature. Our analysis, based on synoptic

measurements, provides more detail. This feature appears in all the HF radar low–

frequency currents. It is unusual in that the flow is oriented across the bathymetry

at the mouth.

Figure 4.11 shows 45 day mean currents during the low outflow period. The

outflow plume and the cross–mouth flow regions are noted. These low frequency

currents are localized near the bay mouth. Note that this region is near the baseline

region of the radar sites. Figures 4.12 and 4.13 show close–up views of the cross–

mouth region for the low and high outflow periods. Mean cross–mouth flow is higher

during the high outflow period. This indicates an amplification of the cross–mouth

current due to periods of increased outflow.

The three–dimensional structure of cross–mouth flow from an ADCP record

at deployment C (Figure 4.15) for high outflow, shows little variation throughout

the water column. This suggests that the water column is barotropic for this time

period. Note also that currents are predominantly towards the southwest. Figure
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4.16 also shows the constant velocity throughout the water column for flood (blue)

and ebb (red) tide. There seems to be only a difference of approximately 3 cm

s−1 over the 8 meters of the water column. This is likely due to interaction with

the bottom. The lack of three–dimensional structure again hints at outflow as the

forcing behind the amplification of the flow during the two periods.
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Figure 4.1: M2 tidal ellipses for the period 1 October 2007 through 31 May 2008.
For clarity, only ellipses at every second analysis location are shown. Historical
ellipses reported by Münchow et al. (1992) are shown in black.
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Figure 4.2: Differences between Whitney and Garvine (2008) model depth–averaged
M2 ra and near–surface HF radar M2 ra at all radar grid locations with a minimum
of 80% coverage in time. Model values were linearly interpolated to the radar grid.
Circle colors show (rmodel

a −rradara ) normalized by rradara and expressed as percentages.
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Figure 4.3: Profiles of M2 ra along a line perpendicular to the line across the
Delaware Bay mouth (black line shown in Figure 4.2) from the Whitney and Garvine
(2008) model (depth–averaged, in red) and from HF radar tidal fits (near–surface,
in blue). All values are in cm s−1 and were spatially interpolated at 1 km intervals
along the profile line.
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Figure 4.4: N2 (panel A) and S2 (panel B) tidal ellipses for period 1 October 2007
through 31 May 2008. For clarity, only ellipses at every second analysis location are
shown. Historical ellipses reported by Münchow et al. (1992) are shown in black.
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Figure 4.5: K1 (panel A) and O1 (panel B) tidal ellipses for period 1 October 2007
through 31 May 2008. For clarity, only ellipses at every second analysis location are
shown. Historical ellipses reported by Münchow et al. (1992) are shown in black.
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Figure 4.6: Color contours of percent variance explained by the five constituent tidal
fit for the period 1 October 2007 through 31 May 2008.
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Figure 4.7: Mean HF radar surface currents (black vectors) overlaid on color con-
tours of the ratio of the mean current speed to the magnitude of the standard
deviation for (a) the low outflow period, and (b) the high outflow period.

61



Figure 4.8: Maps of σmag and σphase (degrees) for correlations between surface cur-
rents and WRF 10 m wind stress. Surface current and wind stress vector time series
were 40–hour low–pass filtered. Negative σphase values indicate currents to the right
of the winds. (a) σmag for the low-outflow period ; (b) σphase for the low-outflow
period ; (c) σmag for the high-outflow period ; (d) σphase for the high-outflow period.
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Figure 4.9: Wind and surface current time series at point ’A’ in Figure 4.14 for the
low outflow period: (a) 40–hour low–pass filtered WRF winds at 10 m; (b) 40–hour
low–pass filtered surface currents from radar; (c) Direction difference in degrees
(currents minus winds). Points shown in red are for times when the current was to
the right of the wind.
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Figure 4.10: Wind and surface current time series at point ’A’ in Figure 4.14 for
the high outflow period: (a) 40–hour low–pass filtered WRF winds at 10 m; (b)
40–hour low–pass filtered surface currents from radar; (c) Direction difference in
degrees (currents minus winds). Points shown in red are for times when the current
was to the right of the wind.
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Figure 4.11: 45–day mean of HF radar surface currents during low outflow period
with cross–mouth flow and outflow plume region.
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Figure 4.12: Zoomed cross–mouth flow region with low outflow period mean cur-
rents. The color contours are the magnitude of the mean divided by the standard
deviation.
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Figure 4.13: Zoomed cross–mouth flow region with high outflow period mean cur-
rents. The color contours are the magnitude of the mean divided by the standard
deviation.
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Figure 4.14: Example HF radar surface currents at the Delaware Bay mouth. Color
contours show bottom topography (in m) and the two radar antenna locations are
shown as red circles. The point labeled as ’A’ near the center of the radar footprint
shows the location where the wind–current comparisons shown in Figures 4.9 and
4.10 were made.
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Figure 4.15: Time series of 40–hr LPF ADCP currents for the high outflow period at
deployment ’C’ (Figure 2.2). The magnitude of the current parallel to the line across
the bay mouth is shown, with positive flow to the SW(red). Note how barotropic
the flow is.
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Figure 4.16: 40 hour low pass filtered ADCP currents rotated onto the cross–mouth
line where southwest is positive. This ADCP location can be seen in figure 2.2 at
deployment C. The velocity is constant throughout the water column. The blue plot
is on April 15, 2009, 0400 GMT and the tide is flooding. The red plot is on April
15, 2009, 1000 GMT and the tide is ebbing.
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Chapter 5

LAGRANGIAN PERSPECTIVE

This section examines advective transport at the Delaware Bay mouth. La-

grangian methods are the appropriate tool for this effort. The approach taken here

requires the calculation of trajectories from an archive of gridded synoptic veloc-

ities from HF radar measurements. In a broad sense, the techniques used in this

section include progressive vector diagrams (PVDs), residence time, escape fate,

particle origin, and blobs. The results presented here provide a new look at the

surface transport properties of the Delaware Bay Mouth. The transport in this re-

gion remains, for the most part, largely unknown. It was stated earlier that particle

motions and their pathways are necessary for coastal ecologists, decision makers,

military tacticians, and researchers.

5.1 Trajectory Calculations

The Delaware Bay high frequency radar network has measured hourly syn-

optic current maps since December 2006. These maps are inherently gappy in both

space and time. To advect particles within the radar footprint, it is necessary to

fill in these space and time gaps and create smooth two–dimensional current fields.

One of the advantages of this approach is that it can be applied to any archive of

Eulerian currents; for example a model output. This analysis is not limited by the

two–dimensional radar data, in fact, the analysis is easily extended into the water

column when three–dimensional data is available.
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The method being used here is open–boundary modal analysis (OMA), which

is discussed in detail by Lipphardt et al. (2000) and Lekien et al. (2004). Here,

spatial gaps at each HF radar measurement time were filled using OMA. The OMA

procedure objectively maps the HF radar measurements using three sets of basis

functions that are truncated at a specified spatial resolution. Dirichlet modes (with

zero horizontal divergence) represent the flows vorticity structure. Neumann modes

(with zero relative vorticity) account for horizontal divergence, which is important

in tidally dominated flows such as Delaware Bay. Boundary modes are used to

represent the normal flow through the analysis domain open boundaries. Note

that the Dirichlet and Neumann mode sets are orthogonal and complete. We are

using the OpenMA Matlab toolbox to produce this finite set of modes, which are

determined by the size and shape of the domain, and the smallest spatial scale. For

our region of interest, the OMA modes has a smallest spatial scale of 5 km, which

is roughly one–fourth the width of the bay mouth and qualitatively smaller then

the majority of processes that occur in the area. With this minimum spatial scale

of 5 km, there is a resulting set of 18 Dirichlet modes, 27 Neumann modes, and 21

boundary modes. The subsequent Lagrangian analyses span several time periods,

where OMA velocities were calculated, but all utilize the same set of OMA modes.

Figure 5.1 shows the lowest and highest order modes of all three mode types.

Unrealistic currents can occur in regions of irregular data density, such as

near the antenna locations on the polar coordinate radial grid. It is unknown how

this large amount of localized data can bias currents in this region. The (u,v)

current velocity close to the radars can become overdetermined by this high data

density. Thus, one should avoid small regions that are highly sampled by adjusting

the weight factors to account for the contributions of each radial measurement to

the fit (Kaplan et al. 2007).

Figures 5.2 and 5.3 show the OMA vectors (black) and the HF radar vectors
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(red) at the same locations. There is an excellent agreement between the OMA

and HF vectors. This is to be expected since the same radial data goes into both

data products and qualitatively there is little difference between a OMA produced

surface current map and a map produced with the CODAR software when there are

few gaps in the data.

Our simulated trajectory analysis utilizes hourly archives of surface velocities

from the OMA objective mapping. The discrete equations were integrated using

an adaptive time-step Runge-Kutta scheme (Matlabs ode45 function). The coarsest

time step was chosen to be the same as the HF radar archive time interval 1 h for the

Delaware Bay mouth. Velocities were interpolated when necessary using a bilinear

scheme in space and a linear time interpolation scheme (Matlab interpn function).

Trajectory integrations required both space and time interpolation. Because only

horizontal velocity measurements were available, all computed paths are near surface

and two dimensional, and vertical particle motion was ignored. No attempt was

made to account for diffusive processes or to parameterize subgrid scale effects.

5.2 How Accurate are these Trajectories

It is natural to question the appropriateness of this approach. As noted

previously the comparisons between HF radar and ADCP velocities at the Delaware

Bay were within reasonable limits for the RMS differences. This, unfortunately,

does not mean that trajectories derived from the HF radar velocity archive compare

equally favorably with drifter observations. For example, Huntley et al. (2010),

compared trajectories from a high resolution data assimilating numerical model of

the South China Sea with near surface drifter data. The Eulerian predictability

horizon of the model was three days, but the Lagrangian predictability horizon was

found to only be one day. HF radar comparisons with actual drifters in Santa

Barbara Channel were performed by Ohlmann et al. (2007). That analysis was

primarily focused on comparing HF velocities with those from near–surface drifters.
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They found RMS differences of roughly 5 cm s−1 with occasional values as high as

20 cm s−1. The question is: do these relatively small errors in the Eulerian velocities

accumulate along the particle paths and produce large displacement errors given a

sufficient amount of time?

It should be noted that the Huntley et al. (2010) study was carried out in

deep water near the Kuroshio with modeled velocity data. In Ohlmann et al. (2007),

the region of interest was Santa Barbara Channel which has energetic mesoscale

circulation features. However, the temporal scales of the trajectories in the Ohlmann

et al. paper are on the order of hours. In contrast, the study area in Delaware Bay

is tidally driven with a research area smaller than the other study areas.

In any event, the HF radar archive is the only observed dataset available

for Lagrangian analysis. Much of the subsequent analyses relies on large numbers

of simulated trajectories. If the velocity errors in the observation have a strong

random component, then the statistics of the simulated trajectories may be better

than comparisons of individual trajectories.

5.3 How Useful are Progressive Vector Diagrams (PVDs) for Studying

Coastal Ocean Transport?

Here I summarize results reported in Carlson et al. (2010).

Progressive vector diagrams (PVDs) have been used to estimate transport in

the coastal ocean from point measurements of velocity time series, strictly they only

approximate true particle trajectories in regions where the currents are spatially

uniform. Currents in most coastal regions vary significantly in both space and time,

making coastal transport estimates from PVDs questionable. We assess the time

scales over which PVD paths computed from velocity time series at fixed points

separate from particle trajectories computed from two–dimensional measured hor-

izontal currents that vary in both space and time. PVDs and particle trajectories
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separate by 1 km over a mean time period of 7–10 h with no significant month–

to–month variation. The separation time statistics presented here should serve as

a strong caution for investigators motivated to estimate transport using only point

measurements. The fact that PVD’s are so widely used by ecologists proves that

there is a pressing need for Lagrangian data even so far as to accept PVD’s as the

Eulerian answer to the Lagrangian question.

5.3.1 PVDs in the Coastal Ocean

Ocean velocity time series typically consist of orthogonal velocity components

(north/east or along/across shore) measured at a fixed location, often using a current

meter or current profiler. Typically, current meters measure velocity at a fixed

depth, and current profilers measure velocities throughout the water column at

high temporal resolution, but over a single location. However, costs associated with

maintenance and deployment limit the number of instruments available to only a few

in a given domain. Therefore, the horizontal resolution of a dataset is usually very

coarse. Whereas, velocity time series from several locations can provide important

information about the time scales of the flow at a few locations, estimates of the

transport of passive particles by the measured flow are often desired. To this end,

the flow is taken to be spatially uniform with the observed temporal variability

imposed over the entire spatial domain. Under this assumption, a pseudo particle

path, termed a PVD, can be constructed by integrating the measured velocities over

a specified time interval to obtain a position vector (see Emery and Thomson 2001,

p. 165 and 186; Tomczak 2000).

However, uniform spatial currents rarely persist over broad ocean regions,

particularly near the coast, so the main assumption on which the PVD analysis

rests generally is invalid. Consequently, the usefulness of PVDs for studying coastal

transport problems is problematic. Despite this obvious and well established limi-

tation, PVDs are still used to examine a number of different coastal physical and
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biological processes including larvae dispersal (Epifanio et al. 1989; Ben-Tzvi et al.

2007; Fiechter et al. 2008), sediment transport (Ogston et al. 2004), and current

variability (Berman et al. 2000). Even in these applications, the limitations of PVDs

often emerge. Epifanio et al. (1989), for example, noted that PVDs at the Delaware

Bay mouth (where tidally dominated currents vary substantially in space) are not

good surrogates for particle trajectories. Figures 2 and 3 in Epifanio et al. (1989),

show two dramatic examples of PVD paths crossing onto land at the central New

Jersey coast during one 46-day period in 1983.

If transport studies involving PVDs should be restricted only to regions of

spatially uniform flow, why have they been used for coastal ocean studies, where

the currents are known to vary spatially due to the combined effects of winds,

tides, bottom topography, and coastline geometry? The answer is lack of synoptic

current measurements. Most historical coastal circulation studies rely on point

measurements of velocity time series from current meters or acoustic Doppler current

profilers. Point measurements provide an incomplete picture of the spatially varying

flow features inherent in coastal regions, making it natural to question their ability

to describe transport in the vicinity of the sensors. Because little is typically known

about the spatial scales of velocity variability in the neighborhood of in situ sensors,

the time and space scales over which PVDs might provide useful transport estimates

from sensor measurements could not be determined previously.

HF radar measurements offer an opportunity to independently assess the

appropriate time and space scales over which PVDs might be applied in the coastal

ocean. Obviously, if HF radar measurements are available, particle trajectories could

be computed directly, and PVDs would not be required.

The purpose of a PVD assessment based on HF radar measurements is to

gauge the uncertainties associated with their use in coastal areas, where HF radar

measurements are not available and offer some guidance to investigators who may
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want to use time series of velocities at a single point to estimate transport.

5.3.2 Computing PVDs and Statistics

For our analysis region, trajectories and PVDs were computed from objective

mappings of HF radar velocity measurements. To compute PVDs, velocities over the

entire integration time interval were chosen as the time–dependent velocities from

the record at the PVD launch location. This is equivalent to assuming that the ve-

locity field is spatially uniform, with time dependence specified by the velocity time

series at the launch location. In addition, particle launch locations did not coincide

with OMA grid points, hence PVD calculations required spatial interpolation, but

always to the particle launch location in contrast to the simulated trajectory which

uses the instantaneous location. Any trajectory/PVD pair was excluded from the

analysis if the trajectory reached the domain boundary or the PVD crossed over to

land before they separated by 1 km.

At the Delaware Bay mouth, the analysis domain boundaries were mostly

open, so particles could escape. We used a grid of nine initial positions near the

center of the analysis domain (see figure 5.4) to allow for longer particle residence

times. Particles were launched hourly over a 72-h analysis period in each month and

tracked for up to 48 h. A total of 648 particles were launched each month. A particle

was considered to have escaped as soon as it entered any velocity grid cell that did

not have valid velocities at all four cell corners. Temporal and spatial gaps in the

radar coverage required careful choices for each monthly analysis interval. Because

the radar coverage here had substantial spatial variability an additional criterion was

used to ensure enough spatial coverage existed to constrain the OMA maps. For

each hourly map in an analysis period, at least 65% of all mapping grid points were

required to be no further than 5 km from a radial velocity measurement from each

radar site. Most of the time, the spatial coverage was much better than this. Table

5.1 shows the time intervals (all times are GMT) for each month of the 10-month
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analysis period (January 2008 through October 2008). For each monthly analysis

period, Table 5.1 also shows the minimum value for the percentage of mapping grid

points within 5 km of radial velocity measurements from each site (column labeled

Minimum %).

Start End
Day Hour Day Hour Minimum %

January 11 0200 16 0200 84.0
February 23 2300 28 2300 84.8

March 26 2300 31 2300 93.7
April 11 0300 16 0300 93.3
May 17 1000 22 1000 91.6
June 18 2300 23 2300 81.1
July 18 1200 23 1200 77.1

August 8 0000 13 0000 68.6
September 10 0000 15 0000 66.5

October 16 1000 21 1000 77.3

Table 5.1: Time intervals for each month of the 10-month analysis period (January
2008 through October 2008). All times are GMT. The last column shows the mini-
mum value for the percentage of mapping grid points within 5 km of radial velocity
measurements from each site.

For all pairings of trajectories and PVDs, two simple statistics were com-

puted: the time for the trajectory, and PVD paths to separate by 500 m and 1000

m. Monthly mean separation times are reported for both analysis regions. Be-

cause the distributions of separation times had long tails (see Fig. 5.5), the 95%

confidence interval for the monthly mean separation times was estimated using the

nonparametric bootstrap method (Efron and Tibshirani, 1986) with 1000 samples.

Table 5.2 shows monthly mean values of 500- and 1000-m separation times

and 95% confidence interval limits for these mean values for the Delaware Bay

mouth. The average 1000-m separation times ranges from 6.18 to 10.2 h and the
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average 500-m separation times range from 4.09 to 6.9 h. During some months, a

small number of particles escaped the domain before they separated from the PVD

by the specified distance. Escaped particles are considered missing values, and the

number of missing values is shown in Table 5.2. These should be compared with the

total number of particle launches (648) in each month. Figure 5.5 shows histograms

of the 500-m and 1000-m separation times for all particles launched in September

2008. These histograms show distributions with broad peaks and long tails, which

were similar for all the months we studied. Again, the 95% confidence interval limits

were estimated using the bootstrap technique.

500 m 1000 m

Mean 95% interval
Missing

Mean 95% interval
Missing

samples samples

January 4.93 4.75 5.11 0 7.81 7.51 8.11 0
February 4.64 4.47 4.83 0 6.94 6.69 7.22 3

March 5.19 5.04 5.34 0 7.45 7.22 7.68 0
April 4.78 4.62 4.94 0 7.52 7.24 7.83 1
May 4.79 4.63 4.96 0 7.59 7.31 7.88 2
June 4.52 4.34 4.71 0 6.56 6.30 6.85 2
July 4.09 3.97 4.21 0 6.18 5.97 6.40 4

August 5.61 5.41 5.81 3 8.65 8.31 9.02 14
September 6.90 6.66 7.14 0 10.20 9.88 10.54 2

October 4.85 4.70 5.01 0 7.76 7.45 8.05 3

Table 5.2: Delaware Bay monthly mean separation times (in hours) for 2008. Parti-
cles that escaped the domain before 500 m and 1000 m separation could occur were
treaded as missing samples.

5.3.3 Results

We assessed the accuracy of surface transport estimates based on PVDs using

synoptic surface currents measured by HF radar in two coastal regions with distinctly

79



different flow regimes over time intervals spanning several months. The errors that

result from assuming that PVDs represent true particle trajectories were assessed

by computing the times for PVDs and trajectories to separate by 500 and 1000 m.

PVDs deviate from HF radar trajectories by 1000 m over time periods of less than

12 h (monthly mean values of 6–10.2 h for the Delaware Bay mouth). These monthly

mean separation times do not vary significantly from month to month, suggesting

that seasonal influences are minimal.

Carlson et al. (2010) showed that these separation time statistics are similar

for two coastal regions with marked differences in surface circulation characteristics.

They reported a similar analysis for the northern terminus of the Gulf of Eilat,

which is a nearly rectangular, deep, semi–enclosed basin in the northeast region of

the Red Sea. Circulation in that gulf is driven by tides, winds, and thermohaline

forcing. The average time required for the PVDs and trajectories to separate by

1000 m ranges from 6.13 to 7.94 h. The 500 m separation time ranges from 4.45 to

6.28 h.

We assessed the accuracy of surface transport estimates based on PVDs using

synoptic surface currents measured by HF radar in two coastal regions with distinctly

different flow regimes over time intervals spanning several months. The errors that

result from assuming that PVDs represent true particle trajectories (an assumption

that is only strictly accurate when the currents are spatially uniform) were assessed

by computing the times for PVDs and trajectories to separate by 500 m and 1000

m. For both regions studied, PVDs deviate from true trajectories by 1000 m over

time periods of less than 12 h (monthly mean values of 6–7.5 h for the Gulf of Eilat

and 6–10.2 h for the Delaware Bay mouth). These monthly mean separation times

do not vary significantly from month to month, suggesting that seasonal influences

are minimal. It is noteworthy that these separation time statistics are so similar for

two coastal regions with marked differences in surface circulation characteristics.
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Because both trajectories and PVDs were computed using the same velocity

archives and the same numerical algorithms, details about how they were computed

cannot explain the separation of their paths. This separation is due solely to the

spatial variability of the surface currents and the accumulating effect of this spatial

variability as particles move over time.

Studies that involve surface transport in the coastal ocean focus on events

spanning days to weeks. These are time periods where significant net transport can

occur. Because these results demonstrate that PVDs accumulate errors of 1 km or

more during the first 12 h, they clearly cannot provide useful surface transport esti-

mates over time periods longer than this. These results demonstrate that, although

spatial variations in coastal surface currents may not readily indicate their effect

on particle transport, their effect on trajectories is significant and develops rapidly

over several hours. No simple remedy exists to salvage the PVD for applications

involving coastal transport; where surface currents vary spatially, this variability

must be measured or modeled, and its influence on particle paths must be explicitly

accounted for when trajectories are computed.

5.4 Residence Time

This section describes an effort to examine the movement of water particles

at the Mouth of the Delaware Bay. The basic goal is to find where particles come

from and where they go in the analysis domain for specified time periods. The huge

amount of data produced will be examined with the use of synoptic Lagrangian

maps. This method was used to examine surface transport in Monterey Bay by

Lipphardt et al. (2006). These maps will be used to represent the Lagrangian

trajectory information in the forms of residence time and escape fate plots.
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5.4.1 What do Residence Times Tell us About the Coastal Ocean?

The interpretation of current variability in the coastal ocean has broad ap-

plicability to both practical problems and fundamental scientific questions. The

practical issues that can be addressed include oil spill risk assessment, harmful algal

bloom studies, and search and rescue operations. These efforts are mainly concerned

with the tracking of surface particles near a coastal area. Users require answers to

three questions about a particle: 1) Where does it go?, 2) Where did it come from?,

and 3) How long does it take to transit its path? We attempt to answer these

questions.

5.4.2 Computing Residence Time and Escape Fate

Particles are initialized on a one–half km interval grid over the bay mouth’s

surface, as shown in figure 5.6. The particles are tracked from their initial locations

(the black dots) to the boundary locations (the red dots). We see from this figure

that our domain is composed of entirely open boundaries. A particle is considered at

the boundary once it reaches a grid point that does not have other grid points on all

sides (the red dots). Once a particle leaves our domain, it dies and can not return.

We use this rule since we do not have the capability to track particles outside the

domain.

Here we analyze 91 days of OMA current maps for three months in 2008:

March, April, and September. 2,904 particles are initialized every hour for 2,184

hours resulting in 6,342,336 Lagrangian trajectories. Due to the overwhelming

amount of information, it is necessary to use a unique data representation method

that compresses the vast amount of data into an easily understandable format. The

amount of Lagrangian data available to use far exceeded even the most well funded

observational drifter studies. The high spatial resolution of the radar measurements

produced a large amount of simulated Lagrangian measurements. In turn, this re-

vealed considerable structure in the residence time maps. However, the volume of
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data also makes interpreting the results difficult.

The five types of synoptic Lagrangian maps computed here are: 1) residence

time, which simply calculates the time it takes for a particle to reach a boundary,

2)backward residence time, shows the time a particle takes to get from a boundary to

a point, 3) total residence time, is the total time a particle remains in the domain, i.e.

the sum of the forward and backward residence times, 4) escape fate, which shows

the location an initialized particle leaves the domain and, 5) particle origin, is the

location a particle enters our domain. The escape fate and particle origin figures

are produced by apportioning the boundary into 10 km segments and recording the

initial locations of the particles to pass through each segment.

5.4.3 Typical Residence Times

Figure 5.7 shows an example of a typical forward, backward and total res-

idence time synoptic Lagrangian maps for the mouth of the Delaware. For this

example, there is a patch of high (greater than 100 hrs) residence time values in

the southern portion of the domain. There is also a boundary of lower residence

time values that surround the high values. These lower values are due to the tidal

currents pushing particles closer to the boundary and out of the domain relatively

quickly. The phase of the tide plays a critical role in determining the structure of

these particle residence features. This figure is an example of when the tidal currents

are at a maximum and switching from ebb to flood. Animations of this figure show

the high residence patch moving with the phasing of the tides. For a flood tide we

would see the higher particle residence near the ocean boundary and lower values on

the bay side. The reverse is true for an ebb tide; lower residence times occur along

the ocean boundary and higher residence times along the bay side (see Figure 5.8).

Figures 5.7, 5.8, and 5.9 also show particle escape fate and origin plots.

These figures depict the respective exit and entrance locations for the forward and

backward residence time calculations. These plots requires some explanation. The
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boundary is divided into equal arbitrary boundary segments. For this example,

the segments are ten km in length. The colored pixels within the domain imply a

particle from that location will enter or leave the footprint through the boundary

segment of the same color. This is an extremely powerful descriptive tool especially

when used in conjunction with the residence time plot. The escape fate plot in figure

5.7 shows a large area where the particles will leave the domain through the blue

and purple colored boundary segment. Additionally, we see in the particle origin

plot a large section of the domain colored dark red, meaning particle from this area

entered the domain through the southern portion of the across the mouth section.

The influence of the tides causes a large number of particles to leave the do-

main relatively quickly, while at the same time causing a smaller amount of particles

to become ’trapped’ by the canceling action of the ebb and flood tidal currents. This

result is shown by figure 5.10. The plot strongly suggests an exponential relationship

between the population of particles that exit and their residence time. The result

that the probability of a particle to remain in the domain decays exponentially with

time has not been noted before. Mathematically this is expressed as:

dn

dt
= −λn. (5.1)

Here, n is the amount of particles in the bay, t is time, and λ is the time decay

constant. Integrating equation 5.1 yields

n(t)

n0
= e−λt. (5.2)

Figure 5.10 shows the left side of equation 5.2 for October 2007. Table 5.3 has

results from five additional months. The results for additional months of residence

time show differences in the λ−1 value. These differences may be due to seasonal

differences in outflow which may decrease a particle’s residence time. We see the
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probability that any particle remains in the domain beyond a certain time interval,

then, decays exponentially as the time interval increases.

λ−1 R2

October 2007 27.28 0.999
January 2008 22.58 0.999
March 2008 23.87 0.998
April 2008 29.13 0.998
May 2008 22.22 0.999

September 2008 36.26 0.996

Table 5.3: Exponential fit statistics for six months of residence times. The λ−1 is
the time decay constant for the exponential decay in hours and R2 is a “goodness
of fit” criterion, with a values of 1 indicating a perfect fit.

Do particles with long residence times follow preferred pathways? Figure

5.11 shows trajectories of particles launched hourly at a single location for seven

days. The particle launch location was chosen in a region of high residence times.

Particles released from this location most often exit the domain in three distinct

locations: 1)through the western boundary into the Delaware Bay, 2) through the

northern boundary, and 3)through the southern boundary. Generally the particles

that exit into the bay do so relatively quickly while the particles which leave through

the northern and southern boundaries, tend to take longer. The semi–diurnal tidal

phase at launch is an important factor influencing these pathways. This is easily

seen with the particles which leave the domain to the west. Thus, their exit location

is determined by the phase of the tide at the time of the particle’s launch. This

suggests that even though they enter the bay, they will eventually exit the domain

through the southern boundary in due time.
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5.4.4 Seasonal Influence

The Delaware Bay experiences seasonal variability, including effects of in-

creased freshwater inflow; in the early spring, stratification during the summer, and

energetic storm events in the fall and winter (nor’easters). How does this annual

variability impact particle residence times?

The tides certainly influence hourly residence time maps. Temporal averages

of hourly residence time maps help reveal the effects of lower–frequency forcing.

Figures 5.12, 5.13, 5.14 show monthly mean residence maps, for March 2008, April

2008, and September 2008. Note the differences in typical mean residence times

between the months. Maximum mean residence for March 2008 (Figure 5.12) is

around 40 hours compared to September 2008 (Figure 5.14), which shows max

residence time of 60 hours. These residence time distribution differences are likely

driven by changes in low–frequency forcing. Winds during both periods were variable

and typically less than 5 m s−1. This suggests that the higher volume of fresh water

outflow in the spring (March 2008 and April 2008) drives increased surface transport

reducing residence times.

The seasonal influence is more difficult to assess when examining spatial mean

residence time. Figure 5.15 shows time series of spatial mean residence time for all

particles in the domain (in red) with grey areas representing the one sided standard

deviations from the mean. One sided standard deviations are appropriate because

residence time is a positive definite quantity. The influence of changing freshwater

inflow is less apparent in figure 5.15 while temporal variability over 3–10 day time

periods could represent passing weather systems.

5.5 Estimating Surface Flow Deformation from Finite Area Blobs

What can simulations of blobs tell us about flow in Delaware Bay? A blob is a

finite area, dynamically linked collection of trajectories that can be used to estimate

kinematic quantities (using methods in appendix A). Blob simulations provide
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information about the spatial variability of the flow in the immediate vicinity of a

particle as it marches along it’s trajectory. This may not be valuable for a single

particle, but when part of an oil spill, harmful algal bloom, or finite biological

population, shape changes become important.

For present purposes, the blobs are collections of particles initialized in a

circle and connected by line segments. Simulated particle trajectories from archives

of synoptic high frequency radar velocities are used to study time-dependent kine-

matic parameters for surface currents. For a specific time period, a circular blob is

initialized with the HF radar surface current velocity field. OMA currents are then

used to advect this blob through the domain.

5.5.1 Basic Kinematic Quantities

Velocity gradients are used to compute these kinematic quantities:

D =
∂u

∂x
+

∂v

∂y
,

2N =
∂u

∂x
− ∂v

∂y
,

2S =
∂v

∂x
+

∂u

∂y
,

ξ =
∂v

∂x
− ∂v

∂y
, (5.3)

where D is horizontal divergence, N is normal deformation, S is shear deformation,

and ξ is vorticity. In a coastal environment we expect the D to be somewhat small,

while N plus S processes conspire to produce elongated filamented structures like

those seen in satellite images of sea surface temperature (SST) or color. Lastly, ξ

processes are most often associated with eddies, curving fronts or jets.

It is important to note the physics involved with the velocity gradients. The

components of the gradients reflect changes in the volume, area, and orientation

of a blob. It is instructive to illustrate the effect that these differential kinematic
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parameters have on example blobs’ area and perimeter. The following examples are

taken from unpublished notes by Kirwan (2011).

First consider a square blob in a purely divergent flow (S=N=ξ=0). The

area of the blob increases exponentially with time, and the perimeter increases

exponentially, but at half the rate of the area. The evolution of the blob in this

example does not cause a shape change.

Next, consider how an initially square blob evolves in a flow with only N

(D=S=ξ=0). The blob becomes an elongated rectangle; i.e. a shape change. The

area remains the same, but the perimeter ultimately increases exponentially. How-

ever, this perimeter change is not necessarily monotonic. It may be noteworthy

that N+S deformation processes which increase perimeter, also increase contact

area between an oil spill or harmful algal bloom with the surrounding fluid, making

exchange more likely.

There is a tenuous relationship between the D and N+S and their impact

on perimeter changes. In converging flows with deformation, the area will obvi-

ously decrease exponentially, but the perimeter could increase exponentially if the

deformation is stronger than the convergence.

Lastly, consider the effect vorticity has on a square blob. This is merely a

rotation of the blob, which has no effect on the area or perimeter.

The Okubo–Weiss (OW) parameter is used often to characterize a flow field.

This criterion is defined as,

OW = S2 +N2 − ξ2,≥ 0,≤ 0. (5.4)

If OW is negative, the flow dominated by vorticity. This is often referred to as

elliptical flow. If positive deformation dominates, the flow is termed hyperbolic.

When OW is equal to zero, the flow it is parabolic. The results show the flow

field at the Delaware Bay mouth tends to be elliptic with occasional episodes of
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hyperbolic flow.

Before continuing into the results section let us list the different effects of the

velocity gradient:

1) The divergence only affects the area of the blob with no impact on the

shape or orientation.

2) The deformation changes the blob shape, but does not change the ori-

entation or area.

3) The perimeter is only affected by the divergence and the deformation.

4) The final result of deformation is to make the blob ’stringy,’ but there

can also be a transient effect that will depend on the initial blob shape

and position, which may cause the perimeter to decrease temporarily.

5.5.2 Computing Kinematic Quantities from Evolving Fluid Patches

Blobs are initialized as finite numbers of points around a circle connected by

line segments. The kinematic quantities are computed using contour integrals along

the line segments (see appendix A). Two long lived example blobs will be examined,

now known as example 1 and example 2. The selection of the blobs from examples

1 and 2 were made simpler with the use of residence time maps. Figures 5.16 and

5.17 show the starting location of the blobs from examples 1 and 2 (black circles),

and the residence time in the background. Residence time is discussed in section

5.4. In order to select some long–lived blobs, it was trivial to place the blob in the

region of the domain with the highest values of residence.

5.5.3 Results for Evolving Blobs at the Delaware Bay Mouth

The first example is a blob that is advected through the velocity field for

150 hours or 6.25 days. The blob has a radius 1.5 km and was initialized on 1 Oct.
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2007, 0200 GMT. Figure 5.18 shows the time series plot of perimeter and area of the

blob, with the y-axis normalized by the initial perimeter and area. The perimeter

initially decreases then increases while the area increases then decreases over the

time period that the blob is within the radar footprint. It is important to note

that this decrease in area can decrease the perimeter. The increase in perimeter

only occurs area the initial rapid decrease in area. The size and shape of the blob

for some selected times can be seen in figure 5.19. Here, we can see how the blob

becomes elongated due to the deformation. After an examination of a toy model,

there seems to be an interplay between the initial conditions and the deformation

field which governs the behavior of the perimeter.

Figure 5.20 shows time series plots of both methods for D, ξ, N, and S for

example 1. It is important to note that the dy and dx distances are the same as

the initial radius of the blob. Note that the all values has been normalized by

Coriolis. We see that both methods agree extremely well for divergence, vorticity,

and deformation. The finite difference method seems to be a bit noisier than the

blob method. This is to be expected since only four discrete points calculate the

velocity gradients, whereas the blob method is using 500 points. Near the end of

the time series, the two methods begin to diverge. This likely is due to the fact

the evolved perimeter is sampling a larger spatial footprint, so spatial variability

produces changes in the area average estimates from the loop method.

We examine another example of blob initialized at a different location and

at a different time. The second example was initialized on 1 Sept. 2008, 0000

GMT, which remained in the domain for 127 hours or 5.29 days. Figure 5.21 shows

various times of the blob advecting through the domain. As before we see the blob

transitioning into a long thin filament after several days. Figure 5.22 shows the time

series plots of the perimeter and area. The perimeter is less smooth than in example

1, but the general structure is the same since the curve decreases then increases.
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Excluding the initial increase in area, the curves in example 1 and 2 are very similar.

What is the reason for the increase in the perimeter with a simultaneous

decrease of area? This is a direct result of the importance of deformation on the

blob shape. The blob decreases in area rapidly corresponding to a smaller perimeter;

then the area tends to remain relatively constant, while the perimeter increases

quickly. This is when the blob evolves into a long thin filament with an increasing

perimeter. For the time periods examined here, deformation processes occur very

often and tend to dominate. Elongation is commonly observed in drifter clusters or

dye patches. The decrease in area for the two example blobs is associated with the

movement of the blobs into regions of convergence from which they never recovery

their initial areas.

That the time series plots of D, ξ,N, and S are in figure 5.23, for example

2. Again the loop method and the finite difference method are in good agreement.

There is also a much larger amount of variance in the divergence and vorticity curves

than in the previous example. The deformation plots seem to be relatively the same.

Time series of OW (equation 5.4) do not provide much insight into the dominant

kinematics beyond the values already discussed.

Figures 5.24 and 5.25 are the power spectra of the time series of divergence,

vorticity, and deformation using the loop integral method for the blob from examples

1 and 2, respectively. The deformation curves for both examples have strong peaks

at the semi–diurnal tidal frequencies. The vorticity plot has a strong semi–diurnal

peak in example 2 and a weaker peak, which is shifted slightly in example 1. The

vorticity curve in example 1 also appears to be noisy relative to the other component

of the velocity gradient. The divergence plots for examples 1 and 2 are not similar

except for a higher frequency peak that is present in both examples. The divergence

seems to be influenced by a higher frequency forcing at approximately twice the

semi–diurnal frequencies.
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To test this method’s ability to capture the frequency of these kinematic

features, a test blob was advected with an M2 tidal field. Figure 5.26 shows that

this single frequency in the velocity record will appear as a strong peak at the

M2 frequency in the power spectra of the kinematic parameters. This test case

also produced a weaker peak at twice the semi–diurnal frequencies. This higher

frequency peak could be the max flood and ebb tides acting on the blob twice for

every tidal period.

The agreement between the two methods is very good for the time periods

examined here. The finite difference method is strictly a point estimate at a center

of mass, while the loop method is strictly an area average. Since these two methods

are very similar, the flow lacks spatial variability of the kinematic parameters.
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Figure 5.1: Delaware Bay OMA mode representations: (A) Dirichlet mode 1, (B)
Dirichlet mode 18, (C) Neumann mode 1, (D) Neumann mode 27, (E) Boundary
mode 1, and (F) Boundary mode 10.
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Figure 5.2: Delaware Bay OMA (black vectors) vs. HF radar (red vectors) compar-
ison for Oct. 1, 2007, 0000 GMT.
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Figure 5.3: Delaware Bay OMA (black vectors) vs. HF radar (red vectors) compar-
ison for Oct. 1, 2007, 0900 GMT.
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Figure 5.4: Map of the Delaware Bay mouth showing the objective mapping domain
(green), mapping grid points (black and white circles), and locations of the two radar
sites (red circles with yellow outlines). The nine particle launch positions for this
study are shown as green diamonds with white outline. Example 12-hour trajectories
(red) and PVD trajectories (yellow) for particles launched at 12 April 2008, 1200
GMT are also shown. (Copyright (2011) by the American Society of Limnology and
Oceanography, Inc.)
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Figure 5.5: Histograms of 500-m and 1000-m separation times (hours) for September
2008 at the Delaware Bay mouth (A and B).
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Figure 5.6: Grid showing initial particle positions (in black) for residence time and
particle origin/fate calculations. Grid points in red show locations, where particles
are considered to exit the domain.
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Figure 5.7: (A) Forward residence time with inset plot of tidal height at Lewes, DE;
(B) Escape fate; (C) backward residence time; (D) particle origin; and (E) total
residence time (i.e. the sum of the forward and backward residence) for particles
released on Oct. 16, 2007, 0000 GMT. This example is at a time when tidal currents
are at a maximum. 99



Figure 5.8: (A) Forward residence time with inset plot of tidal height at Lewes, DE;
(B) Escape fate; (C) backward residence time; (D) particle origin; and (E) total
residence time (i.e. the sum of the forward and backward residence) for particles
released on Oct. 16, 2007, 1800 GMT. This example is at a time when tidal currents
ebbing. 100



Figure 5.9: (A) Forward residence time with inset plot of tidal height at Lewes, DE;
(B) Escape fate; (C) backward residence time; (D) particle origin; and (E) total
residence time (i.e. the sum of the forward and backward residence) for particles
released on Oct. 16, 2007, 1100 GMT. This example is at a time when tidal currents
flooding. 101



Figure 5.10: Population size of particles that remain in the domain normalized my
the initial number of particles. Black curve is the data in three hour bins while the
red curve is the exponential fit to the data.
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Figure 5.11: Residence time trajectories (in black) from a single location (white dot)
with the residence time (color coded dots at end of trajectory) and escape locations
for April 15 through April 22, 2008.
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Figure 5.12: Mean residence time for March 2008 computed from hourly residence
time maps.
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Figure 5.13: Mean residence time for April 2008 computed from hourly residence
time maps.
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Figure 5.14: Mean residence time for September 2008 computed from hourly resi-
dence time maps.
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Figure 5.15: Spatial mean residence time March 2008, April 2008 and September
2008.
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Figure 5.16: Black circle is a blob of radius 1.5 km that is initialized on 1 Oct. 2007,
0200 GMT which remained in the domain for 150 hours. The center of the blob is
located at longitude -74.753 degrees and latitude 38.862 degrees. The color contour
plot is the residence time.
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Figure 5.17: Black circle is a blob of radius 1.5 km that is initialized on 1 Sept.
2008, 0000 GMT which remained in the domain for 127 hours. The center of the
blob is located at longitude -74.91 degrees and latitude 38.8175 degrees. The color
contour plot is the residence time.
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Figure 5.18: Time Series plots of perimeter and area for a blob initialized on 1 Oct.
2007, 0200 GMT which remained in the domain for 150 hours.
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Figure 5.19: Frames of an animation where a blob is initialized on 1 Oct. 2007, 0200
GMT which remained in the domain for 150 hours.
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Figure 5.20: Time series of D, ξ,N, and S for a blob initialized on 1 Oct. 2007, 0200
GMT, which remained in the domain for 150 hours. The blue curves use the loop
method and the red curves use the finite difference method. All values have been
normalized by the local Coriolis.
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Figure 5.21: Evolution of a blob launched on 1 Sept. 2008, 0000 GMT. This blob
remained in the domain for 127 hours.
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Figure 5.22: Time Series plots of perimeter and area for a blob initialized on 1 Sept.
2008, 0000 GMT, which remained in the domain for 127 hours.
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Figure 5.23: Time series of D, ξ,N, and S for a blob initialized on 1 Sept. 2008, 0000
GMT, which remained in the domain for 127 hours. The blue curves use the loop
method and the red curves use the finite difference method. All values has been
normalized by the local Coriolis.
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Figure 5.24: Power spectra plots of divergence, vorticity, normal deformation, and
shear deformation for a blob initialized on 1 Oct. 2007, 0200 GMT, which remained
in the domain for 150 hours. The black and green horizontal lines are the 95% and
50% confidence respectively. The black vertical lines are placed at the frequencies
of the dominant tidal constituents.
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Figure 5.25: Power spectra plots of divergence, vorticity, normal deformation, and
shear deformation for a blob initialized on 1 Sept. 2008, 0000 GMT, which remained
in the domain for 127 hours. The black and green horizontal lines are the 95% and
50% confidence respectively. The black vertical lines are placed at the frequencies
of the dominant tidal constituents.
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Figure 5.26: Power spectra plots of divergence, vorticity, normal deformation, and
shear deformation for a blob within a M2 tidal field. The black and green horizontal
lines are the 95% and 50% confidence respectively. The black vertical lines are
placed at the frequencies of the dominant tidal constituents.
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Chapter 6

DISCUSSION

6.1 Summary and Conclusions

Previous studies of the Delaware Bay circulation suffered from a lack of syn-

optic observations. They were most often based on relatively short time series

measurements from sparse arrays at fixed locations, or from hydrographic cruises of

limited duration. The influence of near–surface winds on the circulation had to be

inferred either from wind measurements on land or from meteorological buoys well

removed from the bay mouth. Even with limited observations, existing studies have

established the broad characteristics of the bay’s surface circulation: an energetic

M2 tide, a buoyant outflow plume seasonally modulated by freshwater inflow to the

bay, and a detectable response to remote wind forcing. What is missing from this

picture is a sense of the spatial variability at smaller scales (1-10 km) and a sense of

the episodic nature of the flow, which responds to both wind events (typical periods

of 3-10 days), changes in freshwater inflow (strong seasonal variability), and chang-

ing circulation on the adjacent shelf, which is poorly understood. Since historical

descriptions of surface transport have been based largely on PVDs computed from

velocities at a single mooring, the role of spatial varying currents on transport also

has yet to be assessed. Here, synoptic surface current measurements and synoptic

winds from a high resolution model are used to explore the spatial variability of the

surface circulation over an eight–month period and to assess the role of this spatial

variability in driving surface transport.
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Synoptic hourly HF radar surface currents, available nearly continuously over

the eight–month period, allowed us to map the spatial variability of the dominant

M2 tides and the percent of the total surface velocity variance explained by tidal fits

using the five most energetic constituents. Near the bay mouth, M2 tidal ellipses

from the radar measurements were highly elliptical and oriented perpendicular to

the bay mouth (see Figure 4.1). Moving offshore, the ellipses became smaller and

more circular. These results agree very well both with analysis of historical point

measurements (Münchow et al., 1992) and with one numerical model study (Whit-

ney and Garvine, 2008).

The synoptic study of the M2 tide fills in ”gaps” in the M2 tide picture (based

solely on historical point measurements) and validates one numerical model study

with highly resolved synoptic velocities. The continuous eight–month record also

allowed us to examine potential influences of stratification on the M2 tidal ellipses

by comparing tidal fits from low and high outflow periods. Since the differences

were negligible, we conclude that stratification effects on the circulation are minimal

throughout most of the year.

Continuous synoptic velocities were also used to assess how much of the total

velocity variance is explained by the tides. Figure 4.6 shows that, near the bay

mouth, tidal fits using the five most energetic constituents explain 80-90% of the

velocity variance. Moving offshore, this fraction drops to 50-60%. This analysis of

velocity variance, however, ignores any spatial structure in the mean flow.

As noted above, there are no published direct comparisons of surface wind

observations with surface currents in Delaware Bay. In prior studies, winds from

land stations or a meteorological buoy located well outside the study area were used

to establish a remote connection of winds on the surface circulation. Thus, very

little is known about the spatial and temporal variability of surface winds and their

relation to the circulation. We took a first step toward addressing this by correlating
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model winds with radar surface currents to assess the low frequency response. As

the WRF model is data assimilating, we view these winds as dynamic interpolations

of observations.

Seasonally persistent winds were reported by Garvine (1985). However, dur-

ing the transitional periods we analyzed; no persistent wind direction was found.

While winds certainly influence surface circulation, all of the wind records we ex-

amined were dominated by frequent wind events lasting 3-5 days with no persistent

wind direction (see Figures 4.9 and 4.10for examples). These highly variable wind

conditions prohibit a simplified surface Ekman analysis that depends on steady

winds. Consequently, we focused on one question. Is a low–frequency surface cur-

rent response to changing winds detectable in synoptic records?

In conjunction with the surface current record, a high–resolution, nested wind

model was used to explore the surface current response due to low–frequency winds.

Maps of complex correlation between surface currents and model wind stress at 10

m (Figure 4.8) clearly show high correlation magnitudes (0.8 or higher) over most

of the analysis region. Maps of mean veering angle (Figure 4.8) are less clear, with

surface currents to the right of the winds only at the center of the analysis region.

While these low–frequency correlation results indicate some relationship between

wind stress and surface currents, they are not rigorous evidence for wind–driven

flow. A complicating factor in this assessment is the presence of the outflow plume.

As shown in figure 4.8 the complex correlation between the surface currents and the

wind stress in the localized region of the outflow plume decreases from approximately

0.8 during the low outflow period to about 0.6 during the high outflow period.

We conclude that wind events are not energetic or persistent enough to set up a

detectable Ekman response.

Over the eight month tidal fit 90% of the the total velocity variance is due

to the tides (see section 4.1.2). The remaining 10% of the velocity variance includes
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contributions from wind driven and buoyancy flows. Since we expect these currents

to be weak, when compared to maximum tidal velocities, it is perhaps not surprising

that a consistent Ekman response was difficult to detect.

We computed mean surface velocities over two 45–day periods that contrast

low and high freshwater outflow conditions. During both low and high outflows,

two persistent low–frequency flow structures are apparent: the bay’s energetic out-

flow plume at the southern bay mouth, and persistent, energetic cross–mouth flow

toward the southwest. To our knowledge this is the first tangible documentation

of this cross–mouth flow. Similar cross–mouth flows have not been widely reported

before. Our results (Figure 4.7, 4.12, 4.13) clearly show that this is a persistent low–

frequency flow feature, and it’s structure is modulated to some extent by changing

outflow conditions. Thus it is important to identify the responsible dynamics. To

this end, it is obviously important to extend the radar coverage, both into the bay

and along the shelf, to understand the spatial extent of this flow, and its connection

with other nearshore currents.

The role of spatial variability on surface transport was assessed by comparing

PVDs with trajectories. PVDs were found to be useful only over limited time scales

(one day or less). The rapid separation of trajectories and PVDs indicate that spatial

variability is critical when examining surface transport at the bay mouth. Those

who are interested in transport related to ecological problems should be cautious.

PVDs are of limited value in this region.

The results from section 5.4 show that even a small tidally driven domain

such as Delaware Bay, can have residence times of three days or more. Average

residence times during the month of September 2008 are 60 hours in certain areas of

the domain. The analysis also shows that tides clearly influence the residence times,

as well as escape fate and particle origin, which is expected since tides are the

dominant forcing mechanism at the Bay mouth. The roles of winds and freshwater
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outflow, and their influence on residence time, have yet to be determined. The

phase of the tide as well as the particle’s initialization location play the biggest role

in determining a particle’s residence, fate, and origin.

One limitation of the residence time results is that particles cannot reenter

the domain. This is a general limitation of any analysis on a finite area domain.

Here the M2 tides likely cause many particles to oscillate back and forth across the

domain boundaries. Since we have no velocity information outside the domain we

cannot track particles once they cross the domain boundary. The residence time

results should therefore be treated as a lower bound. Of course, the residence time

analysis shown here depend on the size and shape of the domain as well as the phase

of the tide at the location of the particle’s initialization.

Section 5.4 defines a time scale (λ−1) for residence time in Delaware Bay

that varies between 22 to 36 hrs from month to month. The fraction of particles

remaining in the domain decreases exponentially with time. The rate of this decay

is somewhat variable throughout the year. Similar laws govern a wide spectrum of

physical processes, such as the decay of radioactive material and the transmittance

of light as it travels through seawater.

The main advantage of blobs is that they help visualize the impact of de-

formation processes on a finite area of ocean. Single trajectories cannot depict the

influence of deformation, whereas a blob can. Blobs also represent an acceptable

surrogate for a dye patch, an oil spill, a harmful algal bloom, or a small group of

larvae. At the Delaware Bay mouth, strong deformation processes were observed.

This blob identification of deformation processes could have only been completed

with the use of a synoptic current maps.

6.2 Future Questions

Finally, a new set of questions raised by our analysis:
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1) What is the origin of the cross–mouth flow? The forcing mechanism

responsible for the cross–mouth current will require further study, but

it may be a part of the coastal current that travels southward along

the New Jersey coast. This buoyancy driven current is represented by

the large arrows near the coast in figure 6.1, taken from Epifanio and

Garvine (2001). This low–frequency current may originate as part of a

larger–scale feature on the New Jersey shelf, or it may be generated by

tidal rectification at the bay mouth resulting from non–linear interactions

with a complex coastline and bottom topography. A larger coverage area

for HF radar could help answer this question.

2) What causes observed differences between ADCP and radar currents? In

section 2, the spatial averaging areas for both the HF radar and an ADCP

were addressed as the source of differences between the two instruments.

This result explains 10–20% of the total RMS difference. There could be

a bias in one or both of the instruments. Additional ADCP deployments,

as well as drifter studies, can be used to examine this further.

3) How do transport processes change with depth? Carefully planned sub-

surface velocity measurements will be important to assess three–dimensional

transport. Numerical models driven by realistic winds will also be help-

ful. Deeper understanding of the complex surface circulation at the

Delaware Bay mouth, as well as many other coastal areas, requires anal-

yses of long time series of synoptic surface winds and currents using tools

like those employed here.

4) How do winds and river outflow influence a particle’s residence time?
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Section 5.4 showed how the particle residence time results can be influ-

enced by the strong tidal forces at the bay mouth. It would be inter-

esting to examine specific periods of high and low outflow, and winds,

to determine their impact on residence time. Additionally, Lagrangian

observations (drifter and dye experiments) at the bay mouth would be

useful for validation of our simulated trajectories.

5) How important are deformation processes on the evolving surface flow?

A number of interesting deformation processes were detected by the blob

simulations presented here (Figures 5.19 and 5.21). These deformation

processes will influence evolving harmful algal blooms or oil spills, as

well as larval populations. Further studies using blobs for different time

periods will help to gauge the robustness of this result.

125



Figure 6.1: Map of the southern Middle Atlantic Bight showing mean surface flow
field during late spring and summer. Southward arrows along the coast represent
buoyancy–driven flow originating in Hudson, Delaware, and Chesapeake systems.
Northward arrows on mid–shelf represent wind–driven flow associated with up-
welling circulation. Southward arrows on outer shelf represent buoyancy–driven
flow originating in Arctic regions well north of the Middle Atlantic Bight. North–
eastward arrow off Cape Hatteras represents western boundary current, i.e., Gulf
Stream. (Reprinted from Estuarine, Coastal and Shelf Science, 52, C. E. Epifanio,
R. W. Garvine,Larval Transport on the Atlantic Continental Shelf of North America:
a Review, 51-77, Copyright (2001), with permission from Elsevier)
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Appendix A

CALCULATING KINEMATIC QUANTITIES FOR

EVOLVING BLOBS

A.1 Finite Difference Method

Finite differences are widely used to numerically approximate derivatives on

a discrete grid. This method (figure A.1) uses the center of mass of the evolving

blob as the center point for a plus sign finite difference stencil. Four surrounding

points that are a distance of dy or dx away from the center of mass are used to

compute the velocity gradients as finite differences:

∂u

∂x
=

ui+1,j − ui−1,j

2∆x
,

∂u

∂y
=

ui,j+1 − ui,j−1

2∆y
,

∂v

∂x
=

vi+1,j − vi−1,j

2∆x
,

∂v

∂y
=

vi,j+1 − vi,j−1

2∆y
. (A.1)

A.2 Loop Integral Method

An alternative method for computing mean velocity gradients over finite area

polygons relies on numerical line integrals around the polygon perimeter. Perimeter

and area are calculated as:

Perimeter =

�
ds (A.2)
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and

Area =
1

2

�
(xdy− ydx). (A.3)

Mean velocity gradients within the polygon are computed using contour integrals

based on Greens theorem:

∂u

∂x
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�
udy

Area
,

∂u

∂y
=

−
�
udx

Area
,

∂v

∂x
=

�
vdy

Area
,

∂v

∂y
=

−
�
udx

Area
. (A.4)

It may be important to note that the finite difference method has truncation

errors on the order of ∆x2, while the loop method uses a numerical integration also

with errors of the same order. This implies that there should be no real difference

in the accuracy between the two methods. Also, the finite difference method is

essentially a special case of the loop method with the blob defined by four points at

(i-1,j),(i+1,j),(i,j-1), and (i,j+1).
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Figure A.1: Plus sign stencil
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Appendix B

EXPLORING UNCERTAINNESS IN HF RADAR

MEASUREMENTS USING SIMULATIONS WITH

KNOWN FLOWS

There are number of known sources of uncertainty in HF radar measurements,

as discussed in section 2.5.1. GDOP (section 2.5.1.1) is a natural consequence of the

geometry associated with measuring surface currents using multiple radars. GDOP

only degrades current measurements that include a source of error or uncertainty. All

radial velocities measured by HF radars have inherent measurement uncertainties

associated with them. In addition, spatial variability of ocean currents over the

footprint of the averaging circles used for the radials to totals mapping (circles with

3 km radius for Delaware Bay) contributes an additional uncertainty source that is

amplified by GDOP effects. This occurs because the least–squares mapping within

each totals averaging circle assumes that the true current is constant over the entire

circle and can be represented by a single vector at the circle’s center.

The comparisons of HF radar with ADCPs at the Delaware Bay mouth (sec-

tion 3.2) showed (u,v) RMS differences of 6–23 cm s−1 (see table 3.1). Two ADCPs

were deployed at the same time, and separated by roughly 3.8 km. For these two

ADCPs, RMS differences with HF radar were 6–14 cm s−1 (see table 3.1). When

ADCPs B and C were compared with each other, RMS differences of 12.6 cm s−1

(u) and 23 cm s−1 (v) were found (see table ). Since the ADCP vs. ADCP RMS

statistics are similar to those for HF radar vs. ADCP, spatial variability of the
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currents at scales of 3 km or smaller likely contribute to HF radar measurement

uncertainties. We want to quantify the impact of this small scale spatial variability

on HF radar measurements. We construct a simulator in Matlab to explore this,

using known flows.

The simulator can be configured for any geographic region, using any number

of radar sites. It can include Gaussian random noise added to the simulated mea-

sured radial velocities. It can also include random spatial gaps within each radar

footprint. We will refer to this simulator as the ”R2T Simulator”.

Here, we configure the R2T Simulator for the geographic region at the Delaware

Bay mouth using two radars located at the positions of the actual radars, as shown

in Figure 2.2. The simulated radial measurement grids use an azimuthal spacing

of five degrees and a range spacing of 1.5 km. These are the same grids used by

the Cape May and Cape Henlopen radars. Figure B.1 shows the totals grid used

for the simulations, with each grid point colored by the number of radial velocity

measurements available within an averaging circle (3 km radius) centered at the

grid point. The number of available radials are shown separately for each of the two

radar sites.

Three known flows are examined (see figure B.2):

1) Steady, constant uniform flow - the simplest case of a constant known

flow with no time dependence.

2) Steady, eddy flow - a simple, circular eddy centered outside the bay

mouth with no time dependence.

3) M2 tidal flow - time dependent M2 tides computed from tide fits of actual

HF radar measurements over an eight month period.

Note that the role of spatial variability (and its amplification through GDOP effects)

can be assessed by comparing cases 2) vs. 1) and 3) vs. 1).
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A conservative estimate of the lower bound on aggregated uncertainties for

Delaware Bay measurements is made by considering the most energetic part of

the flow (the M2 tide, case 3) including both random noise (added to the radial

measurements) and spatial gaps (randomly inserted in the radial measurements for

each radar at each hour).

B.1 The R2T Simulator

Figure B.3 shows the processing steps within the R2T Simulator. The R2T

Simulator requires one input: a velocity field that can be accurately evaluated sepa-

rately on an arbitrary number of polar coordinate grids that represent radial velocity

measurement grids centered at the locations of each antenna. The known input ve-

locity field can be specified analytically (as done in cases 1 and 2) or as a prescribed

field on some input grid. If the input velocity is prescribed on a grid, it is linearly

interpolated to the radial velocity measurement grid points for each antenna’s grid.

The first step in the simulation is creating simulated measured radial ve-

locities by evaluating or linearly interpolating the input known flow at each radial

grid measurement point for each radar site, then projecting the velocities onto the

radial look direction for each site respectively. Next, two options are available: one

random noise can be added to each simulated radial velocity, and two spatial gaps

can be inserted in the measured radials at each site by randomly deleting radials on

each grid. For this study, the noise is specified as white ranging from -5 to 5 cm s−1.

Finally, simulated total velocities are computed on a total velocity grid using circles

centered at each total velocity grid point. The radius of these circles is adjustable

within the simulator, and is chosen to be 3 km for the simulations used here. This

is the same circle radius used to process the Delaware Bay HF radar measurements

described in section 2.5. All radials from all radar sites within the averaging circle

are combined using unweighted least–squares to produce a single measurement of u

and v velocity at the grid point (the circle’s center). The R2T Simulator uses the
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same least–squares mapping algorithm that is used to process the actual Delaware

Bay HF radar measurements (using the CODAR software).

B.2 Results

The simplest example we examine is the uniform velocity field, which has

no spatial variability and shows no difference between the known and simulated

totals, which is expected. The main purpose for case one with no noise or gaps

was to test the R2T Simulator. Figure B.4 shows the differences in magnitude and

angle between the analytic and simulated totals. This example has the -5 to 5 cm

s−1 randomly varying white noise term included, which causes the GDOP errors to

appear. The differences in the total vectors is more pronounced farther away from

the radar sites.

Figure B.5 is the comparison with the known and simulated eddy velocity

field. This, case two example, has no noise and no spatial gaps, but here we notice

the introduction of the eddy’s spatial variability has produced a max RMS error

of 23 cm s−1 (see table B.1). This demonstrates how small variations in currents

in space can be amplified by GDOP. Notice the largest differences occur in the

regions of the domain with high GDOP. If the noise term and the spatial gaps were

introduced into this example, the differences would increase in magnitude.

Figure B.6 shows the comparison for single time period for an M2 tidal current

field. This example has the no noise term added and has no spatial gaps. The largest

differences in this case are seen in the northern area of the domain (south of Cape

May). This region is is known for rough topography and spatial current variability.

Again, spatial variability is amplified by GDOP. Adding the noise term and the

spatial gaps to this case will produce larger difference magnitudes.

Another important aspect of the M2 tidal flow is its time varying nature.

Figure B.7 is the difference between the M2 fit totals and our simulated ones at
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ADCP B deployment (see Figure 2.2). The bi–linear interpolation has been per-

formed in space and time to put the M2 tidal data onto a radial grid at 10 minute

time intervals. This example showing the time varying difference does not include

noise or spatial gaps. Therefore, the difference in magnitude in figure B.7 is due

solely to spatial variability. As the magnitude of the tidal currents increases, u dif-

ference values increase from 0.4 cm s−1 at slack tide and 2.1 cm s−1 at max flood

and max ebb, and v difference values of cm s−1 at slack tide and 2.1 cm s−1 at max

flood and max ebb. That is why we observe two complete cycles over this value over

a 12 hour time period.

Due to the large amount of tunable parameters within the simulator it is

practical to examine some of these statistics in a tabular format (Table B.1). The

no noise uniform case produces no difference between the simulated and analytic

vectors, which was stated earlier. The inclusion of a noise term in all of the cases

will increase the observed differences in magnitude and angle. It is important to

note that there are cases where the maximum difference in magnitude and angle can

be quite large, yet the mean value is relatively low.

Uniform Eddy M2

%
No Noise No Noise No Noise

missing noise noise noise

0%
|�v| [0,0] [2,14.2] [5.2,23] [5.6,26.7] [1.1,12.1] [2.1,12.0]

Angle [0,0] [1.1,8] [1.9,5.9] [2.2,6.4] [2,17.4] [4.3,31.1]

20%
|�v| [0,0] [2.4,14.1] [5.6,25.6] [6,26.9] [1.3,15.7] [2.3,18.1]

Angle [0,0] [1.4,10.1] [2.9,15.3] [5.7,17.4] [2.4,22.7] [4.7,30]

Table B.1: Table of HF radar simulator statistics. Values in the square brackets
represent the [mean,max] (in cm s−1 for |�v| and degrees for angle) over the entire
grid. The tunable parameters are percent of data missing, flow type, and the optional
inclusion of a noise term.
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In conclusion, the R2T Simulations for the M2 tide can only account for

approximately 2 cm s−1 differences in (u,v) at the ADCP location. The remaining

differences must come from spatial variability of the residual currents (remainder

after the M2 tide is removed), or smaller scale variability not captured by the radial

measurement grids, which have a range spacing of 1.5 km. Note that frame B vs.

frame C comparisons in figure 3.7 indicate a large amount of spatial variability over

3.8 km that could explain the HF radar vs. ADCP difference we report here.
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Figure B.1: Plot of totals grid with grid points colored by the number of radials
present from Cape Henlopen (A) and Cape May (B). The minimum number of
radials at any location from a single site is 3.
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Figure B.2: (A) Uniform velocity field with all current vectors having a magnitude
of 80 cm s−1 and directed at 135 degrees clockwise from North. (B) Eddy velocity
field. (C) Slack M2 tidal velocities from tidal fits to HF radar measurements. (D)
Max ebb M2 tidal velocities from tidal fits to HF radar measurements.
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Figure B.3: Flow chart showing the processing steps within the HF radar simulator.
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Figure B.4: Color contours of (A) velocity magnitude difference (in cm s−1), and
(B) velocity direction difference (in degrees) for the steady, uniform flow case. The
known (white) and simulated (black) total velocity vectors are also shown in each
panel.
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Figure B.5: Color contours of (A) velocity magnitude difference (in cm s−1), and
(B) velocity direction difference (in degrees) for the steady, eddy flow case. The
known (white) and simulated (black) total velocity vectors are also shown in each
panel.

147



Figure B.6: Color contours of (A) velocity magnitude difference (in cm s−1), and
(B) velocity direction difference (in degrees) for the M2 tidal flow case. The known
(white) and simulated (black) total velocity vectors are also shown in each panel.
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Figure B.7: U and V difference (known - simulated) of M2 tidal case at ADCP B
deployment (Figure 2.2) over one tidal cycle. Y–axis is in cm s−1 and x–axis is in
10 minute intervals.
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Appendix C

LETTERS OF PERMISSION
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Figure C.1: Letter of Permission for Dissertation Figure 6.1
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Figure C.1: continued

152



Figure C.1: continued
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Figure C.1: continued
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Figure C.1: continued
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Figure C.1: continued
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Figure C.2: Letter of Permission for Dissertation Figure 5.4
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