
850 IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 31, NO. 4, OCTOBER 2006

SeaSonde Radial Velocities: Derivation and
Internal Consistency

Belinda Lipa, Bruce Nyden, David S. Ullman, and Eric Terrill

Abstract—This paper describes the methods presently used to
produce unaveraged radial velocity maps from radar voltage cross
spectra measured by a SeaSonde, including a discussion of the mul-
tiple signal classification (MUSIC) algorithm as it is applied to Sea-
Sonde data and methods employed to alleviate difficulties associ-
ated with the use of measured antenna patterns. We also describe
internal consistency checks including visual observation of the ra-
dial velocity map, consideration of the computed uncertainties and
quantitative tests of radial velocities measured by two radars along
the baseline between the systems. Baseline analysis is illustrated
by application to two SeaSonde networks, with contrasting results
that lead to a better understanding of SeaSonde output.

Index Terms—Data analysis, high-frequency (HF) radar
oceanography, remote sensing.

I. INTRODUCTION

ASEASONDE is a high-frequency (HF) radar system with a
compact antenna system consisting of two crossed loops

and a monopole that produces maps of the radial component of
the ocean surface current velocity. Standard-range SeaSondes
typically operate in either the 24–27-MHz or the 12–14-MHz
band and long-range SeaSondes in the 4–6-MHz band. For the
lower transmit frequency, there is increased range but decreased
spatial resolution. Two or more SeaSondes usually operate at
separated sites (termed remote sites) to form a network. Radial
velocities from the remote sites are combined to give the maps
of total current velocity that are probably of greatest interest to
users. However, radial velocities and their uncertainties, along
with system diagnostics, provide most of the information on
data quality, which can be used to evaluate system performance
and data analysis procedures.

In this paper, we summarize the methods used by standard
SeaSonde software to derive radial current velocities from mea-
sured radar cross spectra, including the implementation of the
multiple signal classification (MUSIC) algorithm for direction-
finding and a discussion of the methods used to incorporate
measured antenna patterns. We also outline internal consistency
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checks that may be used to assess the quality of the radial veloc-
ities. These include visual inspection, evaluation of radial ve-
locity uncertainty estimates, and quantitative tests that can be
applied to radial velocities falling along the baseline between
two radar sites when it falls over open ocean. These methods
are illustrated by application to two specific cases.

The paper is organized as follows. Section II summarizes the
methods presently in use to derive radial velocities. Section III
describes internal consistency checks for the assessment of the
radial velocities. Section IV discusses application of baseline
analysis to specific cases. Section V discusses a cause of high
baseline deviations: inclusion of noisy spectra in the analysis,
which also leads to anomalous total current velocities.

II. DERIVATION OF SEASONDE RADIAL VELOCITIES

Lipa and Barrick [1] described the basic methods for the anal-
ysis of broadbeam HF radar Doppler echo spectra to give radial
current velocities. In this section, we summarize the analysis
procedures presently implemented in the system software to de-
rive radial velocities from SeaSonde radar spectra.

A. Summary of Analysis Procedures

SeaSonde system software performs the following eight
steps on the complex voltage time series obtained by the three
antennas.

1) The complex signal voltages from the three SeaSonde an-
tennas , 1, 2, 3 for each range cell are combined
to give the voltage cross spectra defined by where

1, 2, 3. A range cell is a circular annulus defined by
the range from the radar and a fixed range increment that is
typically 1.5, 3, and 10 km for transmit frequencies in the
24–27-, 12–14-, 4–6-MHz bands, respectively.

2) The voltage cross spectra are averaged over a time interval,
which is usually set to 10 min for a standard-range Sea-
Sonde (with transmit frequency in either the 12–14-MHz
or the 24–27-MHz band) and 30 min for a long-range Sea-
Sonde (transmit frequency in the 4–6-MHz band). The av-
eraged spectra are denoted as .

3) The radial current velocity corresponding to a given signal
frequency is calculated. The velocity is proportional to
the frequency difference from the ideal Bragg frequency,
which is computed using the dispersion relation for deep-
water gravity waves with wavelength equal to one-half the
radar wavelength.

4) Boundaries on the radar spectrum delimiting the region due
to first-order scatter from the sea are defined. Empirical
methods are used to separate the first-order spectrum sur-
rounding the ideal Bragg frequencies from the neighboring
lower amplitude, second-order structure, and noise. Note
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Fig. 1. Schematic illustration showing the increase in radial velocity uncer-
tainty with range. Radar location is indicated by the circle. Shown schemati-
cally are two radar range cells (in reality, typically 5 in angular extent). Radial
current vectors falling in the radar cells are averaged; their standard deviation
increases with range, as more vectors are included in the larger radar cells.

that if the first-order region is set too wide, the anomalous
region included at the outer edges will lead to large, incor-
rect radial velocity vectors.

5) Empirical methods are used to judge if a first-order spectral
region is contaminated by radar interference, in which case
it is excluded from further analysis.

6) The voltage cross spectra are then analyzed using the
MUSIC algorithm [2], [3] to obtain the direction of arrival
of the signal, using either ideal or measured antenna
patterns. If ideal patterns are used, they are first corrected
for phase and amplitude mismatches between the loop
antennas and the monopole. Further detail on MUSIC is
given below in Section II-B. This calculation results in
the directions of arrival of the signal for each value of the
radial velocity and for all range cells.

7) The analysis described in step 6) typically produces several
velocity values in a given radar cell, which is a segment of
a range cell defined by the azimuth angle from the radar
and azimuth increment, illustrated schematically in Fig. 1.
These values are averaged to give the final output value for
that location and the standard deviation is calculated.

8) The results are then time-averaged over seven consecutive
radial maps. In this paper, we will consider only radial ve-
locities, resulting from the preceding steps 1)–7), i.e., no
time averaging.

B. SeaSonde Direction-Finding With MUSIC

The MUSIC algorithm was first presented by Schmidt [2] in
1986. Barrick and Lipa [3] described its application to SeaSonde
data. Here, we give a summary of the algorithm as it is imple-
mented in SeaSonde software.

1) Voltages , , and from the antennas are modeled
as the product of the complex antenna-pattern values and
the complex echo signal amplitudes. The signal at a given
Doppler shift (and hence a given radial velocity) is assumed
to come from at most two directions. This limit is imposed
by the information available from the three antennas.
Assuming that the radar echo from the sea comes from
a single direction , we write the complex zero-mean
voltages as a matrix formed as the product of the
antenna-pattern matrix at that bearing and the signal
amplitude

where (1)

Assuming that the sea echo comes from two directions
and , the corresponding equation is given by

where

(2)
where and are the signal amplitudes from the two
directions.

2) At a given Doppler frequency, we form the covariance ma-
trix of the complex signal voltages from the three an-
tennas, a 3 3 complex Hermitian matrix

(3)

Taking the time average in (3) and substituting (1) or (2)
gives

(4)

where denotes the transpose, the elements of repre-
sent the SeaSonde voltage cross spectra, and is given for
a signal from a single direction by

(5)

and for a signal from two directions by

(6)

Ideally, and in (6) average to zero because sea-
echo signals are uncorrelated for angular separations as
small as 0.5 , as shown by Barrick and Snyder [4]. This
is less than the angular spacing of the radar cells.

3) An eigenfunction analysis is performed on the covariance
matrix. The largest eigenvalues and their corresponding
eigenvectors represent the sea echo, whereas the smaller
eigenvalues represent noise. When the signal is from
two/one directions, ideally there are two/one nonzero
eigenvalues. In practice, the noise eigenvalues are finite
but small compared with the signal eigenvalues.

4) The direction(s) of arrival of the signal(s) are determined
using the fundamental principle behind MUSIC: The
signal eigenvector at the correct bearing is orthogonal to
all the noise eigenvectors. The algorithm finds the angle(s)
at which this occurs. This procedure is carried out first
assuming that the signals are coming from two directions,
to give the two angles and the 2 2 signal matrix termed
“dual-angle solutions.” Then, it is assumed that the signal
comes from only one direction. The calculation gives the
single optimum angle and the corresponding signal power
termed a “single-angle” solution.

5) The dual-angle solution is then tested to judge its validity.
Three criteria are defined based on the following observa-
tions. 1) If the echo signal is indeed coming from two di-
rections, the two signal eigenvalues and the corresponding
values of signal power will be much greater than the noise
values. 2) The two signal eigenvalues and powers should
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be reasonably close in magnitude, as if one signal power
or eigenvalue is far less than the other; it follows that most
energy comes from a single direction which would cast
doubt on the dual-angle solution. 3) As discussed previ-
ously, the off-diagonal elements of the signal matrix are
ideally zero and in practice should be much smaller than
the diagonal elements for a valid dual-angle solution.
Defining three parameters , , and (termed the
MUSIC parameter set), these observations lead to the
following three criteria for a valid dual-angle solution.

a) The ratio of the largest covariance matrix eigenvalue
to the second largest must be less than .

b) The ratio of the largest of two signal powers
and to the smallest must be less than .

c) For the signal matrix defined by (6), the ratio of the
product of the diagonal elements to the product of the
off-diagonal elements must be greater than .

If any of these tests are failed by the dual-angle solution, it is
rejected and the single angle solution is accepted.

To illustrate when single/dual angle solutions apply, we note
that for the case of a uniform current flowing parallel to a straight
shore, single-angle solutions will be produced at every azimuth
around a range cell, as the radial component of the velocity is
then a single-valued function of azimuth. In the unlikely situ-
ation that a uniform current flows perpendicular to a straight
coast, all the solutions would be dual angle except for the az-
imuth normal to the coastline, as the radial velocity components
occur in pairs around the range cell. Ideally, the parameter set
would produce a percentage of dual angle solutions which is
consistent with that calculated from the derived radial current
map. With the software presently in use, it is necessary to preset
the MUSIC parameters to fixed values, although obviously a
single parameter set may not be appropriate for all current ve-
locity patterns as the percentage of dual-angle solutions varies
with time and location.

To demonstrate the proportion of dual-angle solutions in a
typical measurement, the percentage of dual-angle solutions
obtained for three different MUSIC parameter sets are plotted
in Fig. 2 for a data set consisting of seven days of 10-min radar
spectra measured by the SeaSonde located at Misquamicut,
RI. The entire first-order region (for both positive and negative
Doppler frequencies) and for all range cells were analyzed to
give radial velocities. Results for the dual-angle percentages
are plotted in black, dark gray, and light gray for the MUSIC
parameter sets [30, 15, 1.8], [20, 10, 3], and [10, 5, 8]. For
the standard SeaSonde parameter set [20, 10, 3] in use until
recently, there are typically less than 20% dual-angle solutions.
This parameter set was chosen by simulating typical current
scenarios and minimizing the differences between the input
currents and the calculated values. It has recently been replaced
with the set [40, 20, 2], which yields more dual-angle solutions
and fewer gaps in the radial map.

C. Use of Measured Antenna Patterns

SeaSonde radial velocities are calculated using antenna pat-
terns that are either ideal or measured. To measure the patterns,
a transponder is placed on a boat which traverses an arc at con-
stant range transmitting signals that are picked up by the Sea-

Fig. 2. Percentage of Doppler points that yield a dual-angle solution versus run
number using different MUSIC parameter sets [P ; P ; P ]: black [30, 15, 1.8],
dark gray [20, 10, 3], and light gray [10, 5, 8] plotted versus the run number.
Each run consists of analysis of 10-min-averaged spectra from Misquamicut
measured from August 26, 2000 to September 2, 2000. Ideal antenna patterns
were used in analysis.

Sonde receiver. The received signals are then analyzed to pro-
duce the complex antenna voltage patterns to be used in the
signal analysis.

1) Effects of Smoothing the Antenna Patterns: When mea-
sured antenna patterns are used in the analysis of SeaSonde
voltage cross spectra, they are often found to contain too much
structure for the software to handle, given the amount of infor-
mation available from three antennas. Persistent gaps result in
the radial velocity maps at specific azimuth angles, often as-
sociated with local pattern amplitude maxima, with radial ve-
locities crowding onto the gap boundaries. To ameliorate this
problem, antenna patterns are smoothed over 10 –20 using a
running mean over angle. To illustrate the effects of antenna-pat-
tern smoothing, radial patterns resulting from both smoothed
and unsmoothed patterns are shown in Fig. 3. It can be seen
that with the smoothed patterns, gaps in the coverage are re-
duced. Using ideal patterns, radial current patterns are usually
uniformly filled in, but tests show that the radial velocities pro-
duced with ideal antenna patterns are usually less accurate; see,
for example, [5].

2) Effects of Restricted Antenna Patterns: In some situations,
the boat transporting the transponder cannot go all the way up
to the shore because of obstacles, kelp beds, shallow water, etc.
The resulting antenna-pattern measurements then have gaps at
the coast and the full angular range of the sea echo is not cov-
ered by the pattern measurement. This results in radial vectors
crowding onto the radial spoke on the antenna-pattern boundary.

To illustrate the effects of antenna-pattern truncation, we
studied radial velocities measured by a SeaSonde at Point
Loma, CA (see Fig. 4 for the configuration). As the radar site is
situated at the tip of a peninsula, water coverage is almost 360
for ranges less than about 10 km, where the antenna pattern
was measured. However, due to the presence of floating kelp
beds, the boat carrying the transponder was unable to approach
the northern coast and as a result the antenna pattern is cut off
to the northwest. Fig. 4(a) shows a radial velocity map obtained



LIPA et al.: SEASONDE RADIAL VELOCITIES: DERIVATION AND INTERNAL CONSISTENCY 853

Fig. 3. Radial patterns for Nojima, Japan, obtained with (a) unsmoothed mea-
sured antenna patterns and (b) measured antenna patterns smoothed over 20 .
Antenna-pattern amplitude ratios are shown, i.e., the ratios of loop antenna am-
plitudes to the monopole amplitude. Note that gaps in the coverage are reduced
in (b). Range cell 10 is empty due to radar interference in the corresponding
radar spectrum.

using the measured pattern: The radial velocities can be seen to
crowd onto the northwest antenna-pattern boundary. There is
reduced water coverage for the outer range cells. Ideally, the
antenna pattern for each range cell should be adjusted to cover
only the open water for that range cell; however, in this paper,
we used the same antenna pattern for all range cells. This results
in vectors falling over the land for some outer range cells.

To investigate the effects on radial current patterns of such
truncation of the antenna pattern, we artificially further trun-
cated the Point Loma antenna pattern. As antenna-pattern
points were removed from the northwest edge of the pattern,
the crowded spokes in the radial map moved to the new pattern
boundary [see Fig. 4(b)]. A similar effect resulted when an-
tenna-pattern points were removed from the northeast edge of
the pattern [see Fig. 4(c)]. It appears that the radial velocities
on the crowded edge spokes contain solutions from signals
coming from directions not covered by the antenna pattern.

It is significant to note that the radial vectors away from the
pattern boundaries do not appear to be affected by the additional
truncation of the antenna pattern. Therefore, to deal with trun-
cated antenna patterns, it seems reasonable to eliminate radial
velocities occurring on the boundary angles of the pattern and
accept the remainder of the map as valid. SeaSonde software
now uses this procedure.

III. RADIAL VELOCITY QUALITY CHECKS

In this section, we describe internal consistency checks that
can be used to assess the quality of radial velocity maps.

A. Visual Inspection

Maps of radial current velocities provide much information
on system performance. Even a casual glance at a radial map
can be very revealing. Here are some examples:

1) When measured patterns are used, consistent gaps in the
angular coverage at certain azimuth angles over extended
periods indicate that the software may have difficulties
with sharp variations in the pattern and smoothing of the
antenna pattern may be required.

2) If ideal antenna patterns are used, a large number of radial
vectors falling over land behind the radar is probably due
to inaccuracies in the input parameters used in the analysis,
e.g., phase correction factors and MUSIC parameters.

3) The presence of large anomalous vectors indicates that the
first-order region is being set too wide, resulting in the in-
clusion of higher order structure.

4) Comparing the radial vectors output by two radars at points
along a baseline between the sites provides a simple test of
system performance: The radial vectors produced by the
two radars at the same location should be consistent within
their error bars, which include the effects of radar cell size
differences discussed later.

Fig. 5 shows examples of radial velocity maps produced by
SeaSondes at Hachijo and Nojima, Japan. These maps, which
were obtained using ideal antenna patterns, are well filled out
and only a small fraction of the radial vectors fall over land.
However, the radial velocities from the two sites along the base-
line between them are not consistent, particularly close to No-
jima. We describe the probable cause of this inconsistency in
Section V. There is a missing range cell in the Nojima map;
radial vectors from this range cell have been eliminated due to
spectral contamination caused by radar interference.

B. Uncertainties in Radial Velocities

1) Sources of Uncertainty: Assuming that the radar is op-
erating correctly, we can identify the following sources of un-
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Fig. 4. (a) Example of the effect on the radial velocities of truncated measured antenna patterns at Point Loma, at 23:40:00Z, on April 9, 2003. Antenna patterns
do not go up to the northern coastline. This results in radial velocities crowding on the edge-spoke at the antenna-pattern boundary. (b) Example of the effect
of truncated measured antenna patterns at Point Loma, at 23:40:00Z, on April 9, 2003. Antenna patterns artificially truncated by a further 25 on the northwest
edge. The crowded spoke is now at new antenna-pattern boundary. The remainder of the radial velocity map is unchanged. (c) Example of the effect of truncated
measured antenna patterns at Point Loma, at 23:40:00Z, on April 9, 2003. Antenna pattern artificially truncated by 100 on the northeast edge. There are now
crowded spokes at both antenna-pattern boundaries. The remainder of the radial map is virtually unchanged.

certainty in the radial velocities: variations of the radial current
component within the radar scattering patch, variations of the

current velocity field over the duration of the radar measure-
ment, statistical noise in the radar spectral data, errors/simplifi-
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Fig. 5. Example of radial current velocity vectors measured by SeaSondes on
Tokyo Bay, Japan, at 09:00:00JST, on August 14, 2002. (a) Nojima. (b) Hachijo.
Note the inconsistency of the radial velocities measured by the two systems
close to Nojima.

cations in the analysis, for example the use of incorrect antenna
patterns and analysis parameters, and errors in the empirical de-
termination of first-order region boundaries.

2) Estimation of Uncertainties in Unmerged Radial Veloci-
ties: From the analysis of a 10-min voltage spectral average,
we collect all the radial vectors falling on a given radar cell (see
Fig. 1 for a schematic diagram). The mean and standard devia-
tion of these vectors represent the SeaSonde radial current and
its uncertainty at that location. Standard deviations estimated in

this simple way represent a lower bound on the actual uncer-
tainty in the current velocity. For example, errors due to con-
taminated radar spectra or incorrect first-order region bound-
aries will not be included in the estimate. Even when this uncer-
tainty is high, the average often does not vary significantly with
time. Thus, SeaSonde measurements appear stable as a function
of time and two SeaSondes operated side-by-side will produce
similar results. It can be a different matter when a SeaSonde area
measurement is compared with a buoy point measurement. Dif-
ferences in the two velocity measurements do not necessarily
indicate inconsistency, if they are less than the error bars.

3) Baseline Tests of Data Quality: Baseline tests are consis-
tency checks on radial velocities from two SeaSondes at points
on the baseline joining the two sites. Ideally, the two systems
will give the same estimates of radial velocity, differing only in
the sign. However, at points on the baseline away from the mid-
point, radial velocities from the two radars represent averages
over radar cells of different sizes, and will differ in the presence
of horizontal velocity shear. For consistency, such velocity de-
viations should be accounted for by the calculated uncertainties.
Paduan et al. [5] describe baseline tests performed for the Mon-
terey Bay SeaSonde network, looking at data at the midpoint of
the baseline. We here develop methods that apply to the entire
baseline.

Taking a baseline between two SeaSondes at sites and ,
we define the following parameters: is the distance from site

along the baseline and and are the radial veloc-
ities measured by the two SeaSondes with standard deviations

and . The root-mean-square (rms) velocity ,
rms baseline deviation , and rms standard deviation
are defined as follows:

(7)

(8)

(9)

In (7)–(9), the angular brackets again represent averages over
time. At least a thousand consecutive estimates are used to pro-
duce the time average. Using the sign convention that radial ve-
locities pointing toward/away from the radar are positive/nega-
tive, for no data imperfections at a given point on the baseline,
the radial velocities and are equal and opposite,
and their sum is zero, as is as defined by (8). In practice,

is nonzero due to imperfections in the spectral data and its
analysis.

From (7) and (8)

(10)

as along the baseline.
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Fig. 6. Standard-range SeaSondes at Misquamicut (MISQ) and Montauk (MNTK) near Block Island Sound. Ideal and measured antenna-pattern amplitude ratios
are shown.

Expressing the radial velocities within a radar cell relative to
their true values at position on the baseline

(11)
where and contain all the velocity differences
from the true baseline value due to horizontal velocity shear
in the radar cell and other sources of uncertainty outlined in
Section III-B

(12)

Substituting (11) and (12) into (8) gives

(13)

Ignoring correlations between and , it
follows from (13) that rms baseline deviation should

equal the rms standard deviation , as by definition

and . Equations

(10) and (13) then define the following approximate tests for
the data, using measured antenna patterns:

Test 1: for nonzero radial velocities

on the baseline (14)

Test 2: (15)

A third test compares baseline deviations for ideal and
measured antenna patterns intended for use when the measured
patterns are significantly distorted from the ideal values. For
an accurate antenna-pattern measurement, velocity estimates
made with measured patterns should be more accurate than
those made assuming ideal patterns which poorly approximate
physical reality. Hence, one would expect baseline deviations
obtained using measured pattern to be less than those for ideal
patterns

Test 3: (16)
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Fig. 7. rms radial velocities and their uncertainties for Misquamicut (upper)
and Montauk (lower) obtained by averaging over SeaSonde hourly results ob-
tained along the baseline between the sites during November 11–17, 2000. Solid
line: rms radial velocity. Dashed line: averaged uncertainty.

Fig. 8. rms baseline deviations (centimeter per second) versus distance from
Montauk (kilometers) for different averaging times. Circles: 3 h. Continuous
line: 1 h. Crosses: 10 min. Spectra measured November 11–17, 2000. Measured
antenna patterns used in analysis.

IV. EXAMPLES OF BASELINE ANALYSIS

In this section, we illustrate baseline data analysis for two
baselines with contrasting results. For the baseline between
two standard-range SeaSondes over Block Island Sound, the
tests were passed successfully and interpretation of the results
proved quite revealing of the nature of SeaSonde current mea-
surements. For the baseline between two long-range SeaSondes
over Tokyo Bay, the first results were less encouraging. Further
study showed that the large deviations arose from use of noisy
radar spectra. Acceptable results were obtained by placing a
lower limit on the signal-to-noise ratio.

A. Block Island Sound

This section describes analysis of radial velocities measured
at points along the Block Island Sound baseline between Mis-
quamicut and Montauk. See Fig. 6 for the site locations and rela-
tive antenna-pattern amplitudes, which for Misquamicut closely

Fig. 9. (a) Baseline test parameters versus distance (km) along the baseline
from Montauk, obtained by averaging over SeaSonde 10-min-averaged spectra
November 11–17, 2000. Solid line: rms baseline deviations (cm/s); Crosses: rms
sum of the spatial uncertainties (cm/s). Circles: rms velocity (cm/s). (b) rms
baseline deviations (cm/s), versus distance (km) along the baseline from Mon-
tauk, obtained by averaging over SeaSonde 10-min-averaged spectra November
11–17, 2000. Solid line: measured antenna patterns. Crosses: ideal patterns used
in analysis.

approximate ideal values. The systems operated at transmit fre-
quencies of approximately 25 MHz and the range-cell width
was 1.5 km. Independent estimates of the radial velocity were
made from averaged spectra measured November 11–17, 2000.
The baseline lies over about 27 km of open ocean. The current
velocity and horizontal velocity shear increase close to Mon-
tauk, as the current swirls around the Montauk point. The sys-
tems were performing optimally at this time; the antenna pat-
terns were checked and considered sound; and first–order region
settings were examined and found to be accurate. Remaining
sources of uncertainty were, therefore, statistical noise in the
data, variations of oceanographic conditions during the 10-min
spectral averaging period, and horizontal shear within the radar
cell.

1) Averaged Results for the Individual Sites: In Fig. 7, we
plot the rms radial velocity together with the rms standard de-
viation for the two sites at points along the baseline. Values are
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Fig. 10. Long-range SeaSondes at Hachijo and Nojima, Japan. Unsmoothed, measured antenna-pattern amplitudes are shown.

obtained by averaging baseline radial velocities over the whole
period. Ideally, the rms speeds from the two sites would be iden-
tical. Clearly, however, close to Montauk at a given location on
the baseline, the speed measured from Montauk is much larger
than that measured from Misquamicut, and the Misquamicut
rms standard deviation becomes almost as large as the speed
itself. This can be explained as follows: a) There is a large hori-
zontal velocity shear close to Montauk and b) the Misquamicut
radar cell size is large as it is distant from the radar. Therefore,
when the velocities from the radar cell are averaged, there is a
lot of averaging-down due to the large horizontal shear within
the cell, yielding a value much lower than the extreme value. In
contrast, at this location, the Montauk radar cell size is small, as
it is close to the radar, and there is much less averaging-down,
leading to a higher velocity value and a lower spatial uncer-
tainty. This effect is illustrated schematically in Fig. 1.

2) Averaging Times: If the major source of uncertainty is
statistical noise, uncertainties in radial velocities would be in-

versely proportional to the square root of the averaging time
used for the radar cross spectra. However, for lengthy averaging
times, the current field may undergo a significant change over
the time period, resulting in increased uncertainties.

In a study aimed at optimizing the spectral averaging time,
baseline deviations were calculated for three averaging periods:
10 min, 1 h, and 3 h. The results are shown in Fig. 8. It can
be seen that the baseline deviations differ by less than 25% be-
tween the three spectral averaging times, indicating that the un-
certainties are not statistical in nature but must arise mainly from
bias. One-hour spectral averaging is shown to be optimal, as it
produces slightly lower baseline deviations around the midpoint
where the radar cells for the two sites have equal size.

The similarity between the baseline results for the three spec-
tral averaging times indicates that in this case the current field
did not change appreciably over these time scales. At the mid-
point, the rms baseline deviation is about 8 cm/s, which repre-
sents the intrinsic accuracy of the velocity measurement. Close
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to Montauk, the large baseline deviations are probably due to
horizontal current shear within the radar cell.

3) Baseline Tests: Parameters for the three baseline tests de-
fined by (7)–(9) are plotted in Fig. 9 versus distance along the
baseline from one of the sites.
Test 1) Fig. 9(a) shows that the rms baseline deviations are less

than the rms velocities for all values of , consistent with
(14).

Test 2) Fig. 9(a) shows that the rms baseline deviations
are approximately equal to the rms standard deviations

, consistent with (15). Therefore the large baseline
deviations close to Misquamicut are accounted for by
the large uncertainties.

Test 3) It can be seen from Fig. 9(b) that the baseline deviations
are always lower for measured patterns than for ideal
patterns, consistent with (16) and supporting an accurate
antenna-pattern measurement. Thus, the three baseline
tests are passed successfully in this case.

B. Tokyo Bay

As another example, we consider the baseline between Sea-
Sondes at Nojima and Hachijo near Tokyo Bay. See Fig. 10
for site locations and relative smoothed antenna-pattern ampli-
tudes. The long-range SeaSonde sites operated at approximately
5-MHz transmit frequency and the range-cell width was about
10 km. Estimates of the radial velocity were made every 30 min
from September 15, 2003 to October 15, 2003. The baseline lies
over about 180 km of open ocean.

Parameters for the three baseline tests are plotted in Fig. 11
versus distance along the baseline from Hachijo.
Test 1) Fig. 11(a) shows that rms baseline deviations

(plotted as a continuous line) are less than the rms veloc-
ities (plotted as circles), over most of the baseline;
however, they converge close to Hachijo.

Test 2) Fig. 11(a) shows that away from the midpoint of the
baseline, rms baseline deviations considerably exceed
the rms standard deviations (plotted as crosses), vio-
lating (15) in this region.

Test 3) It can be seen from Fig. 11(b) that the baseline devi-
ations for measured and ideal patterns are not signifi-
cantly different, in spite of the fact that the antenna pat-
terns are significantly distorted (see Fig. 10).

Results from the baseline tests indicate problems either with
the radar spectra or with the analysis. Quite often, substantial
angular sectors neighboring the baseline near Nojima have op-
posing radial velocities (for example, see Fig. 5). These discrep-
ancies appear to be due to low signal-to-noise ratios. When sig-
nificant portions of the first-order region are below the noise,
which occurs more frequently at distant ranges, the derived ra-
dial velocities are unreliable (see Section V).

V. ANOMALOUS CURRENT VECTORS FROM NOISY SPECTRA

When much of the Bragg region is near or under the noise
level, the portion above the noise will have a restricted frequency
range. The range in radial current speed will, therefore, be less
than that existing on the ocean surface. There is no direct way
to tell from the data whether larger radial speeds corresponding

Fig. 11. (a) Baseline test parameters versus distance (km) along the baseline
from Hachijo, 30-min-averaged spectra September 15–October 15, 2003.
Solid line: rms baseline deviations (cm/s). Crosses: rms sum of the spatial
uncertainties (cm/s). Circles: rms velocity (cm/s). (b) rms baseline deviations
(cm/s) versus distance (km) along the baseline from Hachijo, 30-min-averaged
spectra September 15–October 15, 2003. Solid line: measured antenna patterns.
Crosses: ideal patterns used in analysis.

to spectral values outside the first-order boundaries are not pro-
duced because 1) there are no such radial speeds or 2) the cor-
responding radar spectra are below the noise level.

Each radar cell (contained within neighboring range rings and
azimuth boundaries, as illustrated schematically in Fig. 1) con-
tains different current velocities due to horizontal velocity shear
on the ocean surface. A typical solution produces several ve-
locity values at a given location, presumably due to the pres-
ence of different current velocities within the radar cell. These
values are averaged to give the final output value for that lo-
cation. However, for noisy radar spectra, the range in velocity
values produced by the analysis is limited. Thus, when the av-
erage is taken, the result will be biased.

Analysis of noisy SeaSonde spectra leads to radial velocities
that do not adequately represent the current velocity field. This
is believed to be the cause of the failure of the baseline tests
for Tokyo Bay. We reran the baseline tests eliminating cross
spectra for which the signal-to-noise ratios are below 25 dB (all
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Fig. 12. Data as in Fig. 11, but analysis is restricted to radar cross spectra for
which the signal-to-noise ratio exceeds 25 dB for all three antennas.

antennas). Results are shown in Fig. 12. Applying the baseline
tests gives the following.
Test 1) Fig. 12(a) shows that the rms baseline deviations are

less than the rms velocities over the whole baseline.
Test 2) Fig. 12(a) shows that the rms baseline deviations

are approximately equal to the rms standard deviations
.

Test 3) It can be seen from Fig. 12(b) that the baseline devia-
tions are always lower for measured patterns than for
ideal patterns, supporting an accurate antenna-pattern
measurement. Therefore, the tests are passed success-
fully when the restriction on signal-to-noise ratio is
applied.

In addition to high baseline deviations, analysis of noisy
SeaSonde spectra leads to inaccurate total vectors when the
resulting radial velocities are combined with those from a
second radar site. This is illustrated in Fig. 13(a) for a sample
of problem data identified and provided by the University of
North Carolina, Chapel Hill. Large current velocity vectors
that oppose the Gulf Stream can be seen at the outer edge of
the coverage. These anomalous vectors disappeared when we

Fig. 13. (a) Total velocity vectors measured by the University of North Carolina
SeaSonde network on September 6, 2005. Note anomalous vectors opposing the
Gulf Stream at the outer edge of the coverage. (b) Data as in Fig. 13(a), but
analysis is restricted to radar cross spectra for which the signal-to-noise ratio
exceeds 20 dB for all three antennas. No anomalous vectors.

eliminated cross spectra for which the signal-to-noise ratios are
below 20 dB (all antennas) [see Fig. 13(b)].
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VI. CONCLUSION

We have described methods used for the derivation of Sea-
Sonde radial velocities from measured sea-echo voltage cross
spectra, including the application of the MUSIC direction-
finding algorithm and methods for dealing with problems
arising when measured antenna patterns are used.

Simple visual checks/diagnostics of radial velocity maps have
been outlined. Empty sectors indicate too much structure in
measured antenna patterns; vectors over land occurring when
ideal antenna patterns are used probably indicate incorrect phase
correction factors; and large erratic radial vectors indicate errors
in boundaries set for the first-order spectral region used for ra-
dial current determination.

We have defined quantitative tests based on the difference in
radial velocities measured by two radar systems on the base-
line that joins them. These tests are illustrated by application to
two radar networks. For the standard-range Block Island net-
work, the tests are passed successfully. Results obtained along
the Block Island baseline indicate that baseline deviations are in-
sensitive to spectral averaging times less than 3 h, indicating for
this case that the effects of statistical noise and time variations
in the current field appear to be relatively low. We hypothesize
that uncertainty estimates for unmerged radial vectors represent
a measure of horizontal velocity shear within the radar cell. This
hypothesis could be experimentally verified by a comparison of
SeaSonde radial velocity uncertainties with buoy measurements
of horizontal velocity shear within the radar cell.

For the long-range Tokyo Bay network, baseline tests failed
when all cross spectra were used in the analysis. This appears
to be due to low signal-to-noise ratios far from the radar sites
causing much of the first-order region of the spectrum to be
eliminated from the analysis. This problem leads to anomalous
radial and total velocities in the SeaSonde output.

Radial velocities from noisy spectra should not be included
in the output radial velocity files, as they cannot adequately
represent the radial current velocity field. We need to develop
methods to eliminate noisy cross spectra from the analysis for
radial velocities, based on signal-to-noise ratios or other criteria.
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