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Abstract—This paper focuses on the validation of remotely sensed ocean surface currents from SeaSonde-type high-frequency (HF) radar systems. Hourly observations during the period July 22, 2003 through September 9, 2003 are used from four separate radar sites deployed around the shores of Monterey Bay, CA. Calibration of direction-finding techniques is addressed through the comparisons of results obtained using measured and ideal (i.e., perfect) antenna patterns. Radial currents are compared with observations from a moored current meter and from 16 surface drifter trajectories. In addition, four overwater baselines are used for radar-to-radar comparisons. Use of measured antenna patterns improves system performance in almost all cases. Antenna-pattern measurements repeated one year later at three of the four radar locations exhibit only minor changes indicating that pattern distortions are stable. Calibrated results show root-mean-square (rms) radial velocity differences in the range of 9.8–13.0 cm/s, which suggest radar observation error levels in the range of 6.9–9.2 cm/s. In most cases, clear evidence of bearing errors can be seen, which range up to 30° for uncalibrated antenna-pattern results and up to 15° for currents obtained using calibrated antenna patterns. Bearing errors are not, however, constant with angle. The results recommend use of calibrated results for all SeaSonde-type applications. They also recommend an expanded simulation effort to better describe the effects of antenna-pattern distortions on bearing determination under a variety of ocean conditions.

Index Terms—High-frequency (HF) radar, ocean currents, remote sensing.

I. INTRODUCTION

SURFACE currents control transport and dispersion of buoyant particles in the coastal ocean. For this reason, knowledge of the velocity field is important to many ecological and societal problems. Knowledge of the two-dimensional (2-D) structure of the velocity field represents a challenging observational goal given the wide range of energetic processes. Some technologies, such as moored current meters, do a very good job resolving the temporal scales, but they fall short of monitoring, or even identifying, all of the relevant energetic processes. Other technologies, such as networks of accurately positioned drifting buoys, are capable of measuring the horizontal structure of the current field, but it is impossible to resolve the higher frequency processes for any particular location over time.

The technology of radiowave backscatter measurements in the high-frequency (HF) portion of the electromagnetic spectrum provides a remote sensing technique capable of continuously monitoring surface ocean currents at time scales around 1 h. Furthermore, the commercially available systems have ranges of 50–200 km offshore and horizontal resolutions of 1–10 km. This combination makes HF radiowave (or HF radar) systems nearly ideal surface current mapping systems. The fact that the instrumentation is shore-based also makes it an ideal component of real-time and sustained environmental observing networks [1]. As a result of the combined scientific and monitoring benefits of HF radar, the number of individual systems deployed worldwide has increased dramatically in recent years. This expansion has also been due to increased networking capabilities and increased recognition of the need to monitor our coastal oceans.

The vast majority of HF radar instruments deployed for oceanographic purposes worldwide have been manufactured by one company, Codar Ocean Sensors, Ltd., Los Altos, CA. The instruments have been variously called by the name coastal ocean dynamics applications radar (CODAR) or by the product name SeaSonde. Other types of HF radar systems have been produced, and others, such as the Wellen radar (WERA), are emerging as the applications grow [2]. Regardless of manufacturer, there is a universal need to characterize the accuracy of the radial current information produced by any given HF radar system. Basic validation studies have been conducted by a large number of research groups around the world. In most cases, the accuracy of HF radar-derived surface current observations has been bounded by making comparisons with vector velocity components from in situ current meters (e.g., [3]–[6]). Increasingly, this type of validation has been carried out more directly by comparing radial velocity components. That is, the in situ velocity component in the direction of the radar site is compared with the radial estimate from a single radar site (e.g., [7]–[9]). This is beneficial because errors related to the vector...
mapping process, which uses data from two or more radars, are eliminated [10], [11].

Errors in HF radar-derived surface currents derive from a variety of sources, including radiowave interference, antenna distortions, unresolved velocity fluctuations, and insufficient degrees of freedom in the backscatter-to-radial current inversion algorithms. (Bearing angle errors related to antenna-pattern distortions are of particular interest to this paper and are described in more detail in the Appendix.) Comparisons with in situ data introduce additional velocity differences due to the mismatch in spatial and temporal averaging scales. The HF radar observations, for example, describe the velocity in the upper 1 m or so of the water column [12] averaged horizontally over 2–25 km² and in time over 0.3–1.0 h. None of the in situ observations match these parameters. In addition, the HF radar-derived estimates, which track the Doppler-shifted frequency of the Bragg-resonant surface gravity waves, are thought to include contributions from Stokes drift [13]–[15].

Calculations presented here were first described in [16]. In general, this investigation builds on the results of [7] who looked for evidence of bearing angle errors by comparing SeaSonde-derived radial currents with near-surface radial velocities from moored vector measuring current meter (VMCM) and acoustic Doppler current profiler (ADCP) observations. By using multiple in situ and HF radar locations, they were able to investigate 18 current-meter HF radar pairs in the Santa Barbara and Santa Maria Basins. They found bearing errors whose magnitudes ranged up to 19°. In the cases where more than one current meter was within the range of a single HF radar, the bearing errors were not constant as a function of angle, which rules out simple explanations related to incorrectly mounted receive antenna elements or current-meter compass offsets. In this paper, we repeat and extend the analyses of [7] using data from four SeaSonde HF radar systems mounted around the shore of Monterey Bay. Data from just one central ADCP mooring is available to compare with the HF radar data, but the shape of Monterey Bay provides the opportunity to investigate four radar-to-radar baseline comparisons in the manner of [17] and [18]. In addition, an array of surface drifting buoys was deployed as part of the U.S. Office of Naval Research’s (ONR’s) Autonomous Ocean Sampling Network (AOSN) program. Those data span a wide range of angles relative to the four coastal radar locations making it possible to further describe bearing error as a function of angle.

Finally, this paper includes an assessment of the impact of using measured antenna patterns compared with the theoretical (or ideal) patterns within the multiple signal classification (MUSIC) direction-finding algorithm. In situ measurements of the antenna patterns were conducted at each of the radar sites during the period in question. Radial currents were computed using both ideal and measured patterns. Both sets of radial currents were compared to radial components from the ADCP and the drifting buoys, as well as to radial components from other radar sites that shared overwater baselines. As in [19], the use of measured antenna patterns improves the comparison between in situ and HF radar-derived radial velocity estimates. As in [19], we present evidence, from measurements separated by one year in time at a particular radar site, that antenna-pattern distortions are stable over time as long as physical conditions remain unchanged in the near-field of the receive antenna elements.

The organization of this paper is as follows. The data sources and their location and relative geometry are described in Section II along with the observed antenna patterns at each of the four HF radar sites. In Section III, radial current comparison statistics are presented for HF radar-to-ADCP, HF radar-to-HF radar (baseline), and HF radar-to-drifter, respectively. In Section IV, the results are discussed with regard to the observed uncertainties in HF radar-derived radial currents, the improvements obtained using measured antenna patterns over ideal antenna patterns, and the continuing need to extend this type of work using numerical simulations in which the true limitations of the MUSIC direction-finding algorithm can be explored under a variety of oceanographic conditions and antenna-pattern distortion scenarios.

II. DATA SOURCES AND ANTENNA-PATTERN MEASUREMENTS

The data described here were collected in the region of Monterey Bay, CA, during the period of the AOSN-II experiment in August and September 2003. Locations of four SeaSonde-type HF radar sites, one deep-ocean mooring and 16 satellite-tracked surface drifting buoy trajectories are shown in Fig. 1. The nominal radial current observation locations for each HF radar site and the observed watch circle of the M1 mooring maintained by the Monterey Bay Aquarium Research Institute (MBARI) are shown as light symbols on the figure. The offshore range resolutions of the radar systems were set to 3 km in the case of
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the Santa Cruz, Naval Postgraduate School, and Point Pinos installations, which operated using radiowave frequencies around 13 MHz. The range resolution of the Moss Landing site, which operated using a frequency around 25 MHz, was 1.5 km. The watch circle of the M1 mooring, which was deployed in water depths around 1000 m, had a diameter of 2 km with the majority of locations clustered in the east and southeast directions consistent with forcing by the predominately northwesterly winds.

As mentioned previously, HF radar-derived radial velocity estimates respond to currents in the upper 1 m of the water column and are averaged over 1 h and several square kilometers. By contrast, the ADCP on the M1 mooring was a downward-looking unit mounted in a cage below the surface float [20]. During this period, the shallowest bin averaged the currents between 12 and 20 m. Similarly, the surface drifter positions responded to flow against the 5-m-long holey sock drogue element, which was centered around 5.5-m depth (Fig. 2). The mismatch in averaging scales and depths between the HF radar-derived radial currents and the ADCP- or drifter-based measurements accounts for a portion of the observed velocity differences. They do not, however, account for the observed bearing errors or variation in bearing errors or the observed improvement when measured antenna patterns are used in the direction-finding algorithm, which are the critical points of this paper.

A. Surface Current and Wind Patterns Around Monterey Bay

The study area in Monterey Bay is part of the California Current System along the United States west coast about 100 km south of San Francisco Bay. The oceanographic conditions in terms of surface currents are dominated by the cycle of upwelling-favorable winds from the northwest interrupted by shorter periods of weak or reversed wind forcing [21]. These conditions produce strong variations in surface currents in both space and time, which provide a range of radial current observations from which to test the performance of the four HF radar sites stations around the shoreline.

A synopsis of the oceanographic conditions encountered during this experiment is presented in Fig. 3, which shows the winds and 16-m current observations from the M1 mooring. The figure also shows representative surface current maps from the HF radar network. In this case, the maps show three-day averages of surface currents during contrasting upwelling- and downwelling-favorable wind conditions. The former conditions dominate the spring and summer seasons in the region creating a strong alongshore flow across the mouth of Monterey Bay with a cyclonic circulation cell within Monterey Bay [4]. The “relaxation” or downwelling-favorable conditions produce a narrow poleward flow reversal across the mouth of Monterey Bay that passes by the location of the M1 mooring. In addition to the subtidal-period variations, the moored current observations show higher frequency fluctuations related to semidiurnal tidal currents and diurnal sea breeze-driven currents. These fluctuations, although not shown here, are also present in the hourly HF radar-derived currents as reported in [4], [22], and [23].

B. Antenna-Pattern Measurements

The SeaSonde systems utilize a crossed-loop/monopole receive antenna configuration (Appendix). The design is particularly convenient because of its compact size. Two orthogonally mounted loops are housed inside a small receive box about 25 cm on a side and a single monopole whip runs through the middle (Fig. 2). In a distortion-free environment, the response patterns of the loop antenna elements are cosine functions of
The severity and character of the antenna-pattern distortions are different at each of the four sites. Comparing the ideal and measured patterns in Fig. 4 suggests that they could be expected to produce different results. However, the exact effects of pattern distortions are not easily predicted. All direction-finding algorithms depend on clear distinctions between the maxima and minima of the ratio functions. Hence, it could be predicted that distortions that alter the alignment between maxima and minima, or distortions that produce additional local maxima and minima, will lead to the largest pointing errors. With this in mind, the SCNZ and PPIN sites appear to have the most significant pattern distortions, while the MLNG site appears to have the least amount of distortion. Pattern measurements were repeated at three of the four sites one year later in October 2004. With respect to the number and alignment of maxima and minima, the antenna patterns appear to have been quite stable from one year to the next. Amplitude variations were observed, however, particularly at the MLNG site. As mentioned previously, the significance of such changes is not clear. Likely, additional simulation work using the MUSIC algorithm under controlled conditions will be needed to quantitatively assess these effects.

III. RADIAL CURRENT COMPARISON STATISTICS

A. Moored Velocity Comparisons

Comparison of HF radar-derived velocities with moored in situ observations is the method most commonly used to validate the remotely sensed surface currents. That exercise is repeated here using the M1 ADCP observations during the period from July 22, 2003 through September 9, 2003. The hourly vector velocity time series from M1 was corrected for mooring motion using GPS position data and then projected onto the directions of the four different HF radar sites according to \( S_{MI} = v_{MI \cos \alpha} + v_{MI \sin \alpha} \), where \( S_{MI} \) is the radial velocity in the direction of the radar site, \( \alpha \) is the angle between M1 and the radar site, and \( v_{MI \cos \alpha} \) and \( v_{MI \sin \alpha} \) are the east and north velocity components at the M1 location, respectively.

The nature of HF radar estimates using direction-finding algorithms is such that one Doppler backscatter spectrum is obtained for each range. Each Doppler bin within the broadened Bragg-resonant spectral peaks determines a radial velocity approaching or receding from the radar site. The direction-finding algorithm must assign that speed to one or more angles, depending on the spatial complexity of the ocean current pattern. The number of angles that can be assigned to a given radial velocity observation is a function of the number of colocated antenna elements and the particular algorithm being used (Appendix: [24]). Because of this, radial current observations at a given range are not independent and pointing errors are manifest by placing a correct radial current at the wrong angular position. To test for this possibility, we compared the radial current time series observed at M1 with the radial current time series produced by the various HF radar instruments at multiple locations at the same range. This was done in addition to the detailed assessment of the observation bin closest to the mooring location. The geometry of these comparisons is
Fig. 5. Radial current observation grid locations for each HF radar site along with the constant-range locations closest to the mean location of the M1 mooring. Radial grid locations for SCRZ and NPGS sites are offset slightly for the ideal and measured antenna-pattern results. Angle values are measured counterclockwise from east and they denote the M1 direction as well as the limiting directions for which radial velocity comparisons were conducted at each site.

Fig. 6. Correlation, rms difference, and residual rms difference between radial currents at M1 and (a) SCRZ, (b) MLNG, (c) PPIN, and (d) NPGS HF radar sites for radar-derived currents using ideal and measured antenna patterns.
illustrated in Fig. 5, which shows the M1 mooring watch circle in relation to the closest range arc for each of the HF radar sites. (Note: The SCRZ and NPGS sites have slightly offset radial current observation grids due to the bounding angles contained in the measured antenna patterns at those sites. These 1° or 2° differences represent small offsets in the centers of the 5°-wide measurement cells. Also, the next furthest range arcs for the PPIN and NPGS radar sites appear to be closer to the M1 mooring. However, the selected range arcs are closer to the weighted average position of the M1 mooring, which is along the southeastern portion of the watch circle.)

Comparisons of radial currents observed at M1 and those estimated from the four HF radar sites are shown in Fig. 6. Each of the statistical comparisons is repeated using estimates based on both ideal and measured antenna patterns. The statistics include the magnitudes of the correlations, the root-mean-square (rms) differences, and the residual rms differences. In the latter case, differences were computed after removing the best-fit linear prediction of the radar-derived radial current as a function of the observed radial current at M1. This procedure allows for the physically realistic scenario that the ~1-m-deep HF radar-derived velocity estimates have larger magnitudes than the velocities measured several meters below. The residual rms difference values should, therefore, be less than or equal to the basic rms differences.

Several conclusions can be drawn from the results in Fig. 6. First, it should be noted that the expected angular positions of the maximum correlation values and the minimum rms difference values are denoted by the vertical dashed lines on each of the panels. Those are the angles geometrically closest to the mean position of the M1 mooring. At each of the radar sites, there is evidence for some angular offset between the expected “best-match” angle and the angles observed to produce the highest correlation and/or lowest rms differences. For the most part, the angular location indicated by the maximum correlation value is the same as the one indicated by the minimum rms difference values. However, in some cases the two angle estimates diverge. In the case of the measured pattern results for SCRZ, the maximum correlation angle predicts an offset of 10° in the clockwise direction while the minimum rms differences predict an offset of 10° in the counterclockwise direction. The observed correlation, rms difference, and angular offset values for the expected best-match location are shown in Table I.
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**Table I**

<table>
<thead>
<tr>
<th>Location</th>
<th>Correlation Coefficient</th>
<th>rms Diff (cm/s)</th>
<th>Res rms (cm/s)</th>
<th>Δθ (°)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SCRZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1-Ideal</td>
<td>0.59</td>
<td>18.9</td>
<td>16.9</td>
<td>30</td>
<td>1073</td>
</tr>
<tr>
<td>M1-Measured</td>
<td>0.62</td>
<td>18.1</td>
<td>16.5</td>
<td>10</td>
<td>942</td>
</tr>
<tr>
<td>MLNG-Ideal</td>
<td>0.63</td>
<td>11.2</td>
<td>10.8</td>
<td>718</td>
<td></td>
</tr>
<tr>
<td>MLNG-Measured</td>
<td>0.60</td>
<td>12.9</td>
<td>11.6</td>
<td>10</td>
<td>720</td>
</tr>
<tr>
<td>NPGS-Ideal</td>
<td>0.44</td>
<td>28.5</td>
<td>11.2</td>
<td>409</td>
<td></td>
</tr>
<tr>
<td>NPGS-Measured</td>
<td>0.79</td>
<td>11.8</td>
<td>11.4</td>
<td>-5</td>
<td>778</td>
</tr>
<tr>
<td>PPIN-Ideal</td>
<td>0.66</td>
<td>17.3</td>
<td>14.1</td>
<td>696</td>
<td></td>
</tr>
<tr>
<td>PPIN-Measured</td>
<td>0.81</td>
<td>13.0</td>
<td>10.5</td>
<td>0</td>
<td>760</td>
</tr>
<tr>
<td>Drifter-Ideal</td>
<td>0.63</td>
<td>16.9</td>
<td>18.7</td>
<td>931</td>
<td></td>
</tr>
<tr>
<td>Drifter-Measured</td>
<td>0.74</td>
<td>12.7</td>
<td>13.1</td>
<td>931</td>
<td></td>
</tr>
<tr>
<td><strong>MLNG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1-Ideal</td>
<td>0.14</td>
<td>15.5</td>
<td>13.4</td>
<td>10</td>
<td>1041</td>
</tr>
<tr>
<td>M1-Measured</td>
<td>0.34</td>
<td>12.4</td>
<td>11.3</td>
<td>0</td>
<td>973</td>
</tr>
<tr>
<td>PPIN-Ideal</td>
<td>0.57</td>
<td>13.3</td>
<td>10.8</td>
<td>503</td>
<td></td>
</tr>
<tr>
<td>PPIN-Measured</td>
<td>0.66</td>
<td>9.8</td>
<td>8.5</td>
<td>0</td>
<td>790</td>
</tr>
<tr>
<td>Drifter-Ideal</td>
<td>0.74</td>
<td>9.7</td>
<td>9.3</td>
<td>987</td>
<td></td>
</tr>
<tr>
<td>Drifter-Measured</td>
<td>0.72</td>
<td>10.0</td>
<td>9.6</td>
<td>987</td>
<td></td>
</tr>
<tr>
<td><strong>NPGS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1-Ideal</td>
<td>0.25</td>
<td>17.4</td>
<td>13.1</td>
<td>15</td>
<td>637</td>
</tr>
<tr>
<td>M1-Measured</td>
<td>0.57</td>
<td>17.6</td>
<td>16.6</td>
<td>10</td>
<td>822</td>
</tr>
<tr>
<td>Drifter-Ideal</td>
<td>0.48</td>
<td>17.4</td>
<td>20.3</td>
<td>547</td>
<td></td>
</tr>
<tr>
<td>Drifter-Measured</td>
<td>0.79</td>
<td>10.4</td>
<td>11.0</td>
<td>547</td>
<td></td>
</tr>
<tr>
<td><strong>PPIN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1-Ideal</td>
<td>0.58</td>
<td>18.3</td>
<td>17.2</td>
<td>30</td>
<td>884</td>
</tr>
<tr>
<td>M1-Measured</td>
<td>0.62</td>
<td>16.6</td>
<td>15.5</td>
<td>15</td>
<td>1076</td>
</tr>
<tr>
<td>Drifter-Ideal</td>
<td>0.74</td>
<td>11.8</td>
<td>12.0</td>
<td>610</td>
<td></td>
</tr>
<tr>
<td>Drifter-Measured</td>
<td>0.77</td>
<td>10.4</td>
<td>9.7</td>
<td>610</td>
<td></td>
</tr>
</tbody>
</table>

*Based on angular location of minimum RMS difference.
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It is important to note that the statistical values in Fig. 6 are improved, in terms of magnitude and angular location, when results using measured antenna patterns are compared with those obtained using ideal antenna patterns. The most significant improvements are seen for the NPGS radar site, for which the results obtained assuming ideal antenna patterns are particularly poor. Apparently, the use of the measured patterns in the MUSIC direction-finding algorithm is able to correct for some pointing errors related to distortions of the receive antenna elements.

The scatter plots of radar-derived and observed radial currents at the expected best-match angles are shown in Fig. 7 for data obtained using both ideal and measured antenna patterns. The best-fit linear prediction parameters are also shown on the figure for each case (the correlation and rms difference values are summarized in Table I). In this presentation, the dramatic improvement obtained at the NPGS site using measured antenna patterns is clear. The improvement is more subtle at the other radar locations. It is also clear that the correlation values, in particular, are low for the MLNG location because the range of observed radial velocity values is relatively low. Curiously, the best-fit linear prediction lines do not reflect the visual impression given by the scatter plots nor do they reflect the expectation that radar-derived velocities at 1-m depth will be stronger than those measured by the ADCP at 16-m depth, which predicts a best-fit slope greater than 1. The least-square fit parameters are dominated by the large number of observations with small magnitudes, many of which cannot be identified in the figure because they are overplotted at the same location as another data point. In addition, the HF radar velocity resolution of about 2.5 cm/s may have skewed the slope estimates toward smaller values, although this is speculative.

B. Baseline Velocity Comparisons

The Monterey Bay geometry, coupled with the large number of HF radar sites in the region, provides for an opportunity to investigate four separate overwater baselines. This is particularly useful in terms of identifying the intrinsic level of velocity uncertainty in the HF radar estimates because all the time and space scales in the measurement can be exactly matched. Reference [18] illustrates the potentially large effect of disparate horizontal averaging scales when radial values are compared close to one radar site but far away from the second radar site. In this paper, we restrict the comparisons to the center location along the various baselines. In an error-free network, the radial velocity estimates at the center of the overwater baseline between two HF radar sites would be identical, apart from the factor of $\frac{1}{2}$ needed to account for the opposite perspectives of approaching and receding Bragg waves.

The geometries of the four baseline comparisons are illustrated in Fig. 8. To look for further evidence of bearing errors, the comparisons were made from the perspective of each radar site. The radial time series along the expected baseline direction for one site was held fixed and compared with multiple radial time series at the same range and for multiple angles from the
Fig. 9. Correlation, rms difference, and residual rms difference for radial currents estimates obtained using measured antenna patterns for baseline site pairs (a) SCRZ-MLNG, (b) SCRZ-NPGS, (c) SCRZ-PPIN, and (d) PPIN-MNGL.

opposite radar site. Then, the process was reversed and the radial time series along the expected baseline direction from the opposite radar site was compared with multiple radial time series at the same range from the original radar site.

Results of the statistical baseline comparisons are shown in Fig. 9 for various angles. As was the case for the fixed-point mooring comparisons, the correlation magnitudes and rms differences vary with angle and, in most cases, do not exhibit extrema at the expected bearing locations. Bearing errors of $5^\circ$–$10^\circ$ are common, although the error for the PPIN-to-SCRZ baseline is smaller than the $5^\circ$ resolution of the measurements. The PPIN-to-SCRZ results, in particular, exhibit the type of angular response that provides a clear indication of how well the instruments were able to point along the baseline direction. The correlation and rms difference functions are highly peaked. The correlation is maximum in the baseline direction and it drops off quickly when data from the opposing radar site are rotated through nearby bearings at the same range. Similarly, the rms difference values have a clear minimum in the baseline direction. In general, all the baseline comparisons exhibit this behavior to a greater extent than was seen in the mooring comparisons, which adds confidence to the bearing error estimates derived from the baseline comparisons.

The measured rms difference values range from 9.8 to 13.0 cm/s (Table I) for the expected baseline locations, which is a good indication of the intrinsic uncertainty in the radial current estimates. In terms of radial current error for an individual HF radar site, these values should be reduced by a factor of $\sqrt{2}$ leading to error estimates of 7–8 cm/s. Results involving the MLNG radar site are not detectably different than the other baseline pairs even though the MLNG HF radar operated near 25 MHz and the other sites operated near 13 MHz. Other studies have attempted to utilize frequency variations in this range to change the effective measurement depth and to look for evidence of velocity shear in the upper 2 m of the water column [25], [26]. If present, these results suggest that the shear in this case is not detectable beyond the measurement uncertainty.

It should be noted that the baseline results have been presented only for the data obtained using measured antenna patterns. Baseline results based on data obtained using ideal antenna patterns are generally worse (Table I). The performances of the two data sets are shown in terms of scatter plots in Fig. 10 for the expected baseline directions. Of the four baseline pairs, the SCRZ-to-NPGS pair exhibits the most significant improvement using measured antenna patterns instead of ideal antenna patterns, which is consistent with the dramatic improvement seen for the NPGS site when compared with radial current observations at the M1 mooring.

C. Drifter-Based Velocity Comparisons

The third type of radial validation information available in this paper is the comparison with drifter-derived radial currents in the directions of the various HF radar sites. To facilitate these comparisons, the GPS drifter positions (Fig. 1) were used to pro-
also shown.

The drifter observation locations relative to 5° bearing bins are shown in Fig. 11 for each of the four radar sites; the correlation coefficients and rms differences as a function of bearing angle are shown in Fig. 12. The performance of the HF radar systems varies between sites and, in some cases, the performance varies dramatically for different bearing angles at the same site. At the SCNZ site, the rms radial current differences between radar and drifter observations were larger for angles to the south of the radar site, including the directions to the PPIN and NPGS radar sites. For those angles between -58° (302°) and -83° (277°), which includes the angles with relatively large rms differences, the use of measured antennas patterns greatly improves the radar-to-drifter comparison results. For other angles between -28° (332°) and -58°, there is very little difference between the results obtained using measured antenna patterns and those obtained using ideal antenna patterns. This is consistent with the pattern distortions shown in Fig. 4 for which ideal and measured antenna patterns diverge for angles less than about 300°. The correlation values between SCNZ and drifter observations show less variation with angle and antenna-pattern corrections than the rms difference values. There is a sharp drop in correlation, however, at -68° where the rms difference values are largest. In no case does the variation with angle appear correlated with the number of drifter versus radar observation pairs, which further suggests that the observed angular variations are, at least, partly related to systematic errors in bearing detection.

For the MLNG site, both the correlation and rms difference values are relatively constant as a function of angle. In addition, there is very little difference in the results based on measured or ideal antenna patterns, except for the correlation values at both extreme angles, which exhibit the anomalous characteristic of reduced correlation for results based on measured antenna patterns as compared with results based on ideal antenna patterns. The general lack of sensitivity to angle for the MLNG site is consistent with the results in Fig. 4 showing that site to have the least amount of observed antenna-pattern distortion.

The drifter observation locations relative to 5° bearing bins are shown in Fig. 11 for each of the four radar sites; the correlation coefficients and rms differences as a function of bearing angle are shown in Fig. 12. The performance of the HF radar systems varies between sites and, in some cases, the performance varies dramatically for different bearing angles at the same site. At the SCNZ site, the rms radial current differences compared with drifter observations were larger for angles to the south of the radar site, including the directions to the PPIN and NPGS radar sites. For those angles between -58° (302°) and -83° (277°), which includes the angles with relatively large rms differences, the use of measured antennas patterns greatly improves the radar-to-drifter comparison results. For other angles between -28° (332°) and -58°, there is very little difference between the results obtained using measured antenna patterns and those obtained using ideal antenna patterns. This is consistent with the pattern distortions shown in Fig. 4 for which ideal and measured antenna patterns diverge for angles less than about 300°. The correlation values between SCNZ and drifter observations show less variation with angle and antenna-pattern corrections than the rms difference values. There is a sharp drop in correlation, however, at -68° where the rms difference values are largest. In no case does the variation with angle appear correlated with the number of drifter versus radar observation pairs, which further suggests that the observed angular variations are, at least, partly related to systematic errors in bearing detection.

Radial current data from the NPGS site exhibited the greatest difference between results obtained using measured or ideal antenna patterns when compared with observations at the M1 mooring or with other radar-derived baseline values. The drifter results as a function of angle in Fig. 12 and the summary statistics for the point-to-point matches in Fig. 13 are consistent with those findings. Correlation and rms difference values are dramatically altered and improved shifting from estimates obtained using ideal antenna patterns to those obtained using measured antenna patterns. Angular variations of the correlation and rms difference values, although still present, are also reduced for the estimates obtained using measured antenna patterns.

The final radar site at PPIN performed well compared with the drifter-derived radial velocity observations. There is some evidence of increased error for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest. Unfortunately, the distribution of drifter observations did not adequately cover the wide range of viewing angles measured by the HF radar at PPIN (Fig. 11). The antenna-pattern observations in Fig. 4 suggest that larger errors should be expected for angles to the northwest.
estimates from each site were available based on both ideal and measured antenna patterns and those data sets were compared with radial velocity components from a moored ADCP and from 16 surface drifter trajectories. In addition, coverage overlaps between the four radar sites provided for a total of four overwater baselines on which radar-to-radar comparisons were made.

A summary of the validation results is given in Table I, which presents the temporal correlation coefficients and rms differences using the radar grid analysis cell geographically closest to the mooring location, drifter observation, or baseline center. Overall, the comparisons with the moored velocity observations exhibited larger rms differences and lower correlation coefficients than the comparisons with drifter observations or baseline estimates. The mooring observations used in this paper responded to ocean currents that were significantly deeper than those measured by the HF radar systems. In this sense, it is understandable that the mooring data returned less favorable comparisons. Particularly for hourly velocity data, it is well known that a significant amount of wind-driven energy that is present at the 1-m depth of the radar measurements is absent below 12 m where the ADCP observations in this paper began [22]. The drifter observations used in this paper responded to currents between the surface and 8 m. Results suggest a much closer relationship between the radar- and drifter-derived velocities than was seen for the mooring velocities.

In all cases, comparisons based on HF radar estimates obtained using measured antenna patterns were either much better than those obtained using ideal antenna patterns or were only slightly changed. These results can be added to the few prior studies in which improvements were documented using measured antenna patterns with SeaSonde-type HF radar systems (e.g., [8]). It should be stressed to all users and potential users of HF radar systems that the in situ receive antenna response as a function of angle must be measured and utilized for every installation. This is particularly true for direction-finding systems that are subject to bearing errors, but the in-place antenna patterns for larger, phased-array systems should also be measured to assess and avoid errors in the determination of radial velocity.

Focusing on results obtained using measured antenna patterns from either drifter or baseline comparisons, the rms differences obtained in this paper range from 9.8 to 13.0 cm/s. This suggests error estimates in the range of 6.9–9.2 cm/s for the HF radar-derived radial currents. It must be reiterated, however, that this error or uncertainty range is valid only if care is taken to use measured antenna patterns and to account for variations in measurement depths.

In addition to the clear benefits of using measured antenna patterns with SeaSonde-type HF radar systems, this paper provides evidence of substantial (up to 15°) residual bearing errors even when those measured antenna patterns are used. It is also clear that bearing errors for a given HF radar site are not
Fig. 12. Correlation coefficients (dashed) and rms difference values (solid) for radar-derived and drifter-derived radial currents in 5° angle bins with the number of hourly radial current pairs per bin (lower panels) for (a) SCRZ, (b) MLNG, (c) PPIN, and (d) NPGS. Results are shown for radar-derived radial currents based on ideal (thin) and measured (heavy) antenna patterns.

a constant with angle. That is, the errors cannot be corrected through a uniform rotation of the radial velocity data (unless, of course, a physical antenna alignment error is uncovered). The interaction of antenna-pattern distortions and the MUSIC direction-finding algorithm are complex and poorly documented. It can be seen from the several antenna-pattern measurements in Fig. 4 that distortions compared with the expected sinusoidal patterns can be severe. What is the limit of acceptable distortion? The answer is likely to depend on the shape of the distorted patterns, the multivalued nature of the radial current patterns, the horizontal distribution of wave energy, and the electromagnetic noise level, among other things. The observed patterns shown in Fig. 4 were averaged over 5° increments. The measured patterns without averaging exhibit rapid variations in some sectors. What is the appropriate amount of angular smoothing and what is the impact of smoothing with respect to the MUSIC algorithm?

Additional studies of the type conducted here may provide some answers to these questions, particularly studies with multiple shallow drifters covering a wide range of bearing angles. However, it is our contention that direct in situ validation studies will never adequately constrain the many factors effecting bearing detection using a fixed number of distorted antenna elements. It is essential that simulation studies of the type begun by [27] be conducted over a range of velocity, wave, and noise conditions and using a wide range of distorted antenna-pattern weighting functions. Only in simulations can the many factors effecting the performance of direction-finding algorithms be controlled and assessed. Laws et al. [27] investigated the effect of complex radial current patterns and signal-to-noise ratios on a particular implementation of MUSIC applied to an eight-element linear array HF radar system known as the multifrequency coastal radar (MCR). They stopped short, however, of assessing the performance of their MUSIC implementation in the presence of antenna element distortions; neither did they attempt to simulate the performance of the compact three-element SeaSonde system. Barrick and Lipa [28] report on simulations using the SeaSonde configuration, but their simulations involved only situations with ideal (i.e., perfect) antenna patterns. These early simulation studies must be expanded with the goal of better documenting the errors related to antenna-pattern distortions, including the possibility that some field sites should be considered “unusable” based on the observed antenna-pattern distortions.

Finally, we point to the optimistic result that antenna-pattern distortions remained relatively constant over periods exceeding one year based on the three HF radar sites for which we have repeated observations. This means that once we understand the optimal ways to use antenna-pattern measurements it is reasonable to expect those patterns to remain unchanged for long periods in the absence of major structural changes near the radar site.
differences measured by the colocated antenna elements to determine bearing, as is the case for the SeaSonde systems studied in this paper.

In terms of data processing techniques, real-aperture or beamforming systems differ fundamentally from direction-finding systems in that the former make use of the antenna element separations up front to create individual Doppler backscatter spectra for every bearing angle at a given range. By contrast, direction-finding systems are forced to work with a single Doppler spectrum that contains the convolved information from all bearing angles at a given range. In addition to its relative simplicity, the beamforming technique has the advantage of producing individual spectra whose second-order contributions can be more directly analyzed for surface wave conditions (e.g., [30]). However, direction-finding systems also have distinct advantages, such as their more practical size and the fact that observations from a single site are not limited to just 90° of viewing angle, which is the case for beamforming systems. Direction-finding systems can return data from a full 360° from locations such as offshore platforms. In this paper, for example, data covering nearly 270° was obtained from the PPIN HF radar site.

This paper is focused on the performance of the SeaSonde direction-finding HF radar systems, which utilize measurements from three antenna elements. Example Doppler spectra from the SCRZ radar site are shown in Fig. 14. The broadened region of Bragg-resonant or first-order returns in the figure should be compared with the narrow peaks in Doppler spectra returned by long phase-array systems (e.g., [10]). Physically, the antenna components consist of two orthogonally mounted loop elements and one monopole element. It should be made clear that all systems of this type depend fundamentally on knowing and correctly applying the angular response functions of the colocated antenna elements. Antenna-pattern errors translate into bearing errors in direct but complicated ways. The degrees of freedom in this type of measurement system are associated with the number of antenna elements and the particular inversion algorithm used to extract bearings. Bearing uncertainties are also influenced by the ocean wave conditions and the spatial complexity of the ocean current patterns. The inversion algorithms themselves have evolved in recent years; many systems, including the SeaSonde, now use some form of MUSIC [31], [24], which differs substantially from earlier alternatives that were based more directly on the arctangent of amplitude ratios or time delays [32], [11]. MUSIC is a statistical method that, in principle, can return the direction-of-arrival of \( N - 1 \) signals for a given Doppler frequency (i.e., radial current speed), where \( N \) is the number of antenna elements. In the case of the SeaSonde, \( N \) is 3 and, therefore, either one or two bearing solutions exist. However, because both approaching and receding portions of a given spectrum are processed independently, up to four different bearing solutions can be assigned to a given radial velocity. Although MUSIC is a statistical algorithm, the critical direction information is still contained in the ratio of amplitudes and phases of the two loop antenna elements normalized by the omnidirectional monopole element, which is why those functions are plotted in Fig. 4.

Finally, bearing errors and radial current errors in general for SeaSonde-type direction-finding systems are influenced by the
For the SeaSonde units in Monterey Bay, the velocity resolution, which is determined by $v_{\text{res}} = \frac{\lambda_r}{2n_{\text{seg}}\Delta t}$, where $\lambda_r$ is the radar wavelength, $n_{\text{seg}}$ is number of samples, and $\Delta t$ is the pulse repetition period or sampling rate [27]. For the SeaSonde units in Monterey Bay, the velocity resolution is between 2.3 and 4.6 cm/s, depending on the operating frequency.
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