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ABSTRACT

A high-frequency (HF) radar system is deployed on the New Jersey continental shelf as part of a coastal
ocean observatory. The system includes two remote transmit–receive sites in Brant Beach and Brigantine, New
Jersey, and a central processing site in Tuckerton, New Jersey. The system uses radio waves scattered off the
ocean to measure the radial velocity, range, and bearing of the scattering surface. Calculation of the bearing for
HF radar systems depends on the actual beam pattern of the receive antennas. A series of antenna beam pattern
measurements conducted on the New Jersey system shows that these patterns are often distorted when an antenna
is deployed in the field. Tests indicate that the local environment, not system hardware, causes the most significant
distortion of the pattern from the theoretical shape. Correlation with an in situ acoustic Doppler current profiler
(ADCP) indicates that the beam pattern distortion can bias the bearing estimate. It is shown that this bias can
be removed if the measured beam patterns are used to estimate the bearing.

1. Introduction
High-frequency (HF) radar systems have matured to

the point where they are now integral components of
coastal ocean observation networks and prediction sys-
tems (Glenn et al. 2000b; Paduan et al. 1999). An HF
radar uses scattered radio waves to measure surface cur-
rents, wave parameters, and surface wind fields (Paduan
and Graber 1997; Wyatt 1997; Graber and Heron 1997;
Fernandez et al. 1997). Surface currents, the most com-
mon product of HF radar systems, are used for real-
time applications (Kohut et al. 1999), data assimilation,
model validation (Breivik and Sætra 2001; Oke et al.
2002; Shulman et al. 2000), and dynamical studies
(Shay et al. 1995; Kosro et al. 1997; Paduan and Cook
1997). This expanding HF radar user community ne-
cessitates a better understanding of system operation and
accuracy.
There is a 30-year history of validation studies using

in situ observations to ground truth HF radar data. Early
studies compared total vector current data measured
with HF radar and in situ current meters, including
acoustic Doppler current profilers (ADCPs) and drifters,
reporting rms differences ranging from 9 to 27 cm s!1

[for a review see Chapman and Graber (1997)]. All
agree that physical differences between the types of
measurements must be considered when validating HF
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radar data with in situ instruments. These differences
can be separated into three categories: velocity gradients
(vertical and horizontal), time averaging, and geometric
error associated with total vector combination.
An HF radar system operating at a typical frequency

of 25 MHz uses the scattered signal off of a 6-m-long
surface gravity wave to infer near-surface current ve-
locities. These current measurements are vertically av-
eraged over the depth felt by the wave. Assuming a
linear velocity profile, Stewart and Joy (1974) estimate
that for a 6-m-long ocean wave, this depth is about 1
m. At this frequency, any velocity shear between the
upper 1 m of the water column and the depth of the in
situ measurement will affect the rms difference. Graber
et al. (1997) demonstrate that the contribution of specific
upper-ocean processes including Ekman fluxes can lead
to differences between remote HF radar and in situ cur-
rent measurements. Additional horizontal differences
occur since HF radars are calculating currents based on
a return signal that, for a typical 25-MHz system, is
averaged over a patch of the ocean surface that can be
as large as 3 km2, while typical in situ current meters
measure at a single point. Any surface inhomogeniety
like fronts or small eddies will contribute to the ob-
served rms difference.
The second contribution to the difference is the time

sampling of the two instruments. A typical 25-MHz sys-
tem averages the continuous backscattered data into
hourly bins. Often in situ measurements are burst sam-
pled because of battery power and data storage require-
ments. High-frequency oscillations such as internal
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FIG. 1. Study area off the southern coast of New Jersey including hourly radial maps from the
Brant Beach (red) and Brigantine (blue) sites. The solid semicircle highlights a range cell for the
Brant Beach site.

waves could contaminate a short burst in the in situ
measurement and could be averaged over in the HF
radar data.
The third possible contribution to the rms difference

between HF radar and in situ measurements is related
to the geometric combination of radial velocity vectors.
Since HF radar systems use Doppler theory to extract
surface current information, standard backscatter sys-
tems can only resolve the radial current component di-
rected toward or away from the antenna site. At least
two spatially separated sites are necessary to calculate
the total vector currents for the ocean surface. An ex-
ample of a radial component velocity map is shown for
two coastal sites in Fig. 1. When estimating the total
current vector from radial components, the further the
two radials are from orthogonality, the larger the po-
tential error in the total vector. This is described by
Chapman et al. (1997) as the geometric dilution of pre-

cision (GDOP). By using the independent radial velocity
measurements from the two remote sites, this study
eliminates this error seen exclusively in the total vector
calculations.
More recently, the role of receive antenna patterns on

system accuracy has been the focus of HF radar vali-
dation. Barrick and Lipa (1986) used an antenna mount-
ed on an offshore oil rig to illustrate that near-field in-
terference can cause significant distortion from ideal
patterns. Their study defines this near field as a circle
around the antenna with a radius equal to one wave-
length of the broadcast signal. Through simulations,
they show that typical pattern distortion can introduce
an angular bias as large as 35" if they are not taken into
account. Comparisons of radial velocity vectors calcu-
lated directly between two HF radar sites located on
opposite shores of Monterey Bay, California, have also
shown an angular bias between the baseline and the best
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correlation (Fernandez and Paduan 1996). It is sug-
gested that this bias could be caused by distorted antenna
patterns. More recently, Paduan et al. (2001) show that
the HF radar correlation with observed currents from
an ADCP improves if pattern distortion is taken into
account. Kohut et al. (2001) also show the importance
of pattern distortion and go on to identify possible sourc-
es of this distortion including hardware and the local
environment. The HF radar validation results presented
here will investigate several sources of antenna pattern
distortion as measured in the field and will quantify how
this distortion impacts system accuracy. Section 2 brief-
ly describes those features of the operation of HF radar
systems relevant to the ensuing discussion. Section 3
outlines the specific instrumentation and methods used
in this study. Section 4 discusses the source of antenna
pattern distortion and the impact of this distortion on
system accuracy, and section 5 presents some conclud-
ing remarks.

2. Background
High-frequency radar systems use the return signal

scattered off the ocean surface to measure the range,
bearing, and radial velocity of the scattering surface
toward or away from the antenna. The radial velocity
is determined using Bragg peaks in the spectra of the
backscattered signal (Barrick 1972; Barrick et al. 1977;
Lipa and Barrick 1986). Crombie (1955) first recognized
that these peaks were the result of an amplification of
a transmitted signal by surface gravity waves with a
wavelength equal to half that of the transmitted signal.
The range of the scattering surface is measured using
either a time delay or a frequency modulation technique.
The methods used to measure the range and radial ve-
locity of the scattering surface are similar for all HF
radar systems (Paduan and Graber 1997). Bearing de-
termination, however, differentiates HF radar systems
into two major types: beam forming (BF) and direction
finding (DF). Both types illuminate the ocean surface
over all angles with a transmitted signal. The difference
arises in the reception and interpretation of the back-
scattered signal. A BF system uses a linear array of
vertical elements to steer the receive antenna look angle
to different bearings. The bearing of the measured return
signal is the look angle of the receive antenna. Some
systems mechanically rotate the transmit and receive
antenna array (Furukawa and Heron 1996) and others
use the relative phases of the antenna elements and their
antenna beam patterns to move the receive antenna look
angle across the ocean surface. The angular width of
the look angle depends on the length of the linear array.
A typical 25-MHz system requires an 80-m length to
resolve 5" bins. In contrast, a DF system measures the
return signal continuously over all angles. The beam
patterns of independent antenna elements are used to
determine the direction of the incoming signals. The
angular resolution, set in the processing, is typically 5".

For a description of the mechanics and operation of
these two HF radar systems, the reader is referred to
Teague et al. (1997) and Barrick and Lipa (1996).
Coastal Ocean Dynamics Applications Radar (CO-

DAR), a DF system, uses a three-element receive an-
tenna mounted on a single post. These elements include
two directionally dependent cross-loops and a single
omnidirectional monopole (Lipa and Barrick 1983; Bar-
rick and Lipa 1996). Since the monopole is omnidirec-
tional, the antenna pattern is a circle of constant radius
around the antenna post. Since the absolute patterns of
each element cannot be measured, all of the patterns
discussed in this paper are those of the loops normalized
by the monopole (Fig. 2). This normalized pattern can
be measured in the field and used in the current pro-
cessing algorithms. The theoretical (ideal) pattern has
a peak in loop 1 that coincides with the null of loop 2
and vice versa. Using a frequency modulation technique
(Teague et al. 1997), the continuous data measured by
each antenna is separated into distinct range cells. One
range cell of a typical radial field is highlighted in Fig.
1. The Bragg peaks are used to calculate all of the radial
velocities measured in the range cell. The bearing of
each radial velocity is then determined using the fre-
quency spectra from each receive antenna element.
Since its inception, the CODAR system has used several
different algorithms to determine the bearing of a given
radial velocity, including a closed form solution and a
least squares fit to the incoming data (Lipa and Barrick
1983; Barrick and Lipa 1986). More recently, a much
more robust multiple signal classification (MUSIC) al-
gorithm enables the CODAR configuration to resolve
more complicated flow fields, including conditions
when the same radial velocity comes from two different
directions. MUSIC was first developed by Schmidt
(1986) to locate radio signal sources from aircraft. Bar-
rick and Lipa (1999) have modified MUSIC for the
specific task of extracting the bearing of a given signal
measured by N isolated antenna elements. The algorithm
has been evaluated and fine-tuned using simulations to
recreate known radial velocity fields (Barrick and Lipa
1997; Laws et al. 2000). In its present form, MUSIC
can use the shape of either the ideal or measured nor-
malized beam pattern to determine the bearing of a sig-
nal scattered off the ocean surface.
The measured antenna pattern differs from the ideal

due to distortion caused by coupling with any object
other than air within the near field (about one broadcast
wavelength). The most significant coupling will occur
with objects larger than one-quarter wavelength, espe-
cially vertical conductors since the HF radar signals are
vertically polarized to enable propagation over the ocean
surface. The vertical antenna elements in any HF radar
system are more susceptible to beam pattern distortion.
For the CODAR-type system the cross-loops are less
sensitive since any additional current induced on one
side of the loop is approximately balanced by an op-
posing current induced on the opposite side. Rather than
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FIG. 2. Ideal (thin dashed) and measured antenna patterns for loop 1 (thick solid) and loop 2 (thick
dash–dot) normalized by the monopole. The measured pattern data were collected during run 2.

normalizing one cross-loop by the other, measured beam
patterns for each loop will be normalized by the mono-
pole (as in Fig. 2) to maximize our ability to identify
distortion. Under ideal conditions, the geometry of a
CODAR-type system with a single monopole and two
cross-loop elements is such that all current carrying
paths of the elements are orthogonal to each other. This
orthogonality inhibits any one element from interacting
with the other two. When the antenna is mounted in the
field, either the local environment or system hardware
could induce coupling and change this ideal condition.
If the geometry breaks down, the antenna elements in-
teract, causing the normalized ideal pattern to distort.
This study will examine the effect of system hardware
and the local environment on antenna patterns and com-
pare ocean currents estimated with both the ideal and
measured patterns with in situ surface current measure-
ments.

3. Methods
a. HF radar setup

The 25-MHz CODAR system used here includes two
remote antenna sites separated by 26 km in Brant Beach
and Brigantine, New Jersey (Fig. 1). The first deploy-
ment of this system ran from May 1998 to August 1998.
The success of this first summer test prompted a second
continuous deployment that began nine months later in

May of 1999 and is continuing to sample in real time,
surviving tropical storm Floyd (Kohut 2002) and many
nor’easters. Since the remote sites can only resolve the
component of the velocity moving toward or away from
the antennas, radial current maps are generated at each
site. Each field has a range resolution of 1.5 km and an
angular resolution of 5". The radial velocities are based
on hourly averaged backscatter data. The fields are cen-
ter averaged at the top of the hour. This study uses radial
velocities collected between 16 October 1999 and 24
January 2000. By using the radial velocity components
from each site, the contribution of GDOP is eliminated
from the investigation.
The normalized antenna patterns were measured us-

ing a transponder that modifies and reradiates the trans-
mitted signal (Barrick and Lipa 1986, 1996). The small
battery-operated transponder is mounted on the deck of
a boat that tracks along a semicircle around the receive
antenna, maintaining a constant speed and radius. For
this particular study, the boat maintained a range of 1
km and a speed of 5 kt. At the remote site, raw time
series data were measured by each receive element. The
time series were combined with the boat’s GPS data to
determine how the transponder signal varied with angle
for each antenna element.
Table 1 summarizes the pattern runs completed at the

two CODAR sites. Each pattern run is the average of
two boat transects, one circling north to south and the
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TABLE 1. Antenna pattern measurement runs.

Run
number

Ground
plane (m) Environment Antenna Receiver Date

1
2
3
4
5

2.4
1.2
2.4
1.2
1.2

Cluttered
Cluttered
Clear
Clear
Clear

B
B
A
A
A

B
B
A
A
A

Oct 1999
Oct 1999
Oct 1999
Oct 1999
Sep 2000

6
7
8
9
10

1.2
1.2
1.2
1.2
1.2

Clear
Clear
Clear
Cluttered
Cluttered

B
B
A
B
A

A
B
A
B
B

Sep 2000
Sep 2000
Sep 2000
Nov 2000
Nov 2000

11
12*
13

1.2
1.2
1.2

Cluttered
Cluttered
Cluttered (new)

B
B
B

B
B
B

Nov 2000
Nov 2000
Oct 2001

* Same as run 11 except different cable location.

other circling south to north. The distortion for each run
is calculated by subtracting the measured pattern from
the ideal pattern. Since the pattern amplitudes are con-
tinually adjusted with sea echo (Lipa and Barrick 1983),
the ideal pattern is taken as the best-fit cosine through
the measured pattern (Fig. 2). The sites in Table 1 are
labeled according to the characteristics of the near field.
Both sites, operating at 25.41 and 24.70 MHz, have a
near field with a radius of about 12 m. The antenna
setup in Brant Beach is mounted on a sand dune close
to the surf zone where there are no buildings or any
other known interference within several wavelengths of
the antenna. This site has a clear near field and will be
referred to as the clear site. In Brigantine, the antenna
is mounted on a sand dune within one wavelength of a
four-story condominium. The presence of this large
building clutters the antenna’s near field, so the Brig-
antine site will be referred to as the cluttered site. The
ground plane length referred to in Table 1 is the length
of the four horizontal fiberglass whips that make up the
ground plane of the monopole element. During normal
operation, antenna A and receiver A are the receive
antenna and receiver setup at the clear site, and antenna
B and receiver B are setup in the cluttered site.
The bearing of each radial velocity in a given range

cell was calculated once with the ideal pattern and twice
with the measured pattern, both with and without outlier
elimination, angular interpolation, and smoothing. Out-
liers were identified using the median of the vectors that
fall within 20" of the data point. If the data value is
more than 25 cm s!1 from the median value, it is elim-
inated from the radial field. The interpolation algorithm
then uses a Guassian window with a half–power width
of 20" degrees to smooth and interpolate the data. Radial
velocities that are more than 10" from the interpolated
value are weighted significantly less than data within
10" of the interpolated radial velocity (Barrick and Lipa
1996). This algorithm is used exclusively on the mea-
sured pattern current estimates.

b. ADCP setup

A single bottom-mounted ADCP was deployed at the
Longterm Ecosystem Observatory (LEO-15) from 21
September 1999 to 29 February 2000 (Grassle et al.
1998; Glenn et al. 2000a; Schofield et al. 2002). Real-
time data were sent from the seafloor node through a
fiber-optic cable to a computer on shore. The location
of this ADCP is shown in Fig. 1. The ADCP operated
at 1200 kHz with a bin resolution of 1 m. The ADCP
continuously sampled in mode 1 at a sample rate of 400
pings per 1-min ensemble. Since the ADCP was con-
tinuously sampled, the potential difference due to burst
sampling was eliminated from the dataset. These data
were hourly averaged centered at the top of the hour to
exactly match the sampling of the CODAR systems. The
shallowest bin without sidelobe interference was used
in the comparisons. This bin was determined for each
data point using the ADCP pressure record by main-
taining a depth of about 2.5 m below the surface. The
resulting ADCP comparison is then as close to the sur-
face as possible throughout the entire record. The north–
south and east–west components of the velocity mea-
sured in the surface bin were rotated into a radial/cross-
radial coordinate system for each site. The radial com-
ponent of the ADCP data was compared directly to the
radial CODAR data, eliminating the error due to GDOP.

4. Results and discussion
a. Antenna pattern distortions

1) GROUND PLANE

The ground plane of the monopole is made up of four
horizontal fiberglass whips at the base of the antenna
box. These four orthogonal whips are oriented in the
alongshore and cross-shore directions. For the remain-
der of the discussion, all patterns refer to the patterns
of loops 1 and 2 normalized by the monopole. Pattern
measurement runs tested two whip lengths, 1.2 and 2.4
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FIG. 3. Normalized antenna pattern distortion for loop 1 (solid) and loop 2 (dash–dot) measured at the clear Brant
Beach site for runs (a) 3, (b) 4, (c) 6, and (d) 7.

m, in each environment. Runs 3 and 4, completed ap-
proximately 30 min apart, measured the pattern of an-
tenna A with the two different ground planes in the clear
environment. The patterns show that the 2.4-m ground
plane causes a much larger distortion than the shorter
ground plane (Figs. 3a,b). The patterns indicate a stron-
ger coupling between the ground plane and the two
loops with the longer ground plane. At an operating
frequency of 25 MHz, 2.4 m is a quarter-wavelength.
This quarter-wave ground plane is resonant and there-
fore very efficient. The stronger currents within the
ground plane induce strong signals on the two loops
resulting in significant pattern distortion. When the
whips are reduced to 1.2 m, the efficiency of the ground
plane is reduced and the magnitude of the coupling di-
minishes. The influence of element interaction on an-
tenna pattern distortion has been studied theoretically
using an exact industry standard numerical electromag-
netics code (NEC) ideally suited for HF (Burke

1981a,b,c). These studies have shown that the resonant
ground plane will amplify the coupling between antenna
elements. The observations measured in the clear en-
vironment support the theoretical results of the NEC.
The distortion of the pattern measured with the res-

onant (2.4 m) ground plane is relatively larger near the
endpoints (Fig. 3a). Since these patterns are measured
using a transponder mounted on a boat, the pattern end-
points correspond to the coast on either side of the an-
tenna. As the transponder gets close to the coast, the
signal must travel over more of the beach to get to the
antenna. When a signal travels over a less conductive
surface, like sand, the signal strength quickly drops off.
The increased distortion seen near the edges of the pat-
tern is correlated with this weaker transponder signal.
Theory suggests that pattern distortions caused by cou-
pling between the individual elements will be relatively
larger for angles with relatively weaker signals (Burke
1981a,b,c). The larger distortion at the endpoints of the
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FIG. 4. Normalized antenna pattern distortion for loop 1 (solid) and loop 2 (dash–dot) measured at the cluttered
Brigantine site for runs (a) 1, (b) 2, (c) 12, (d) 10, and (e) 13.

pattern further supports the antenna element interaction
seen with the resonant ground plane.
The sensitivity of the antenna pattern to the length of

the ground plane was also tested in the cluttered envi-
ronment. Runs 1 and 2 measured the pattern of antenna
B with the resonant (2.4 m) and nonresonant (1.2 m)
ground planes. The pattern measured with the resonant
ground plane has significant distortion over all angles
(Fig. 4a). The pattern with the nonresonant ground plane
has less distortion, especially near the edges (Fig. 4b).
While changing the ground plane improves the pattern
near the edges, the nonresonant pattern remains more
distorted than the pattern measured in the clear site with
the same setup. The remainder of this section will test
and discuss the contribution of several possible sources
responsible for this difference, including system hard-
ware and the local environment.

2) RECEIVER

The receiver is the interface between the computer,
the receive antenna, and the transmitter. It houses the
hardware components responsible for generating the
transmitted signal and receiving the backscattered sig-
nal. The three coaxial cables from the antenna elements
are attached to the back of the chassis. During these
tests, beam patterns using receivers A and B were mea-
sured in the clear environment. The patterns measured
with the different receivers in the same environment
show no significant difference (Figs. 3b,d). Both pat-
terns show relatively small distortion over all angles.
The similarity between these two patterns indicates that
the receiver does not account for the difference seen in
the patterns measured at the clear and cluttered envi-
ronments with the nonresonant ground plane.
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3) CABLES

The receive cables run from the receiver to the an-
tenna elements. Electrical currents can build up along
the cables and disrupt the ideal geometry discussed pre-
viously. If these currents exist, then the location of the
cables with respect to the antenna could change the
measured pattern. During normal operation these cur-
rents are inhibited by a tight loop in the cables near the
base of the antenna. To test the effectiveness of this
loop, the same system setup was measured with two
different cable locations. During run 2, the cables were
run as they would be during normal continuous oper-
ation. For run 12, the cables were moved closer to the
ocean, maintaining the tight loop near the base of the
antenna. A comparison between these runs shows that
there is no significant difference between the patterns
(Figs. 4b,c). Based on these results, we conclude that
the cable loop is an effective way to reduce electrical
currents along the receive cables that can lead to pattern
distortion.

4) RECEIVE ANTENNA

The receive antenna consists of three independent an-
tenna elements. Antennas A and B were switched so
that the normalized patterns of both antennas could be
measured in each environment. Runs 4 and 6 illustrate
the difference between the patterns of antennas A and
B in the clear environment. The patterns of the two
antennas in the clear environment are not significantly
different (Figs. 3b,c). There are some small differences;
however, they are much smaller than those seen in the
patterns of the two antennas in different environments.
Patterns for the two antennas were also measured in the
cluttered environment (Figs. 4b,d). Again they are very
similar and both show significant distortion across much
of the pattern. These results indicate that the antenna
hardware does not account for the difference in the pat-
terns measured at each site with the nonresonant ground
plane.

5) LOCAL ENVIRONMENT

Patterns measured with the same hardware in the clear
and cluttered environments were used to determine the
impact of the local environment on antenna pattern dis-
tortion. Antenna B was measured in the clear and clut-
tered environments. The pattern in the cluttered envi-
ronment is significantly distorted from the theoretical
ideal pattern (Fig. 4b). When this antenna is moved to
the clear site these distortions are significantly reduced
(Fig. 3c). The results for antenna A show a similar trend
in that the patterns measured at the cluttered site are
significantly more distorted than those measured at the
clear site (Figs. 3b, 4d). Recently the cluttered site was
moved 500 m to the southwest to a more stable beach
location. The new location offers a more open near field

on a dune similar in composition to the setup at the clear
site. After antenna B was moved the patterns were re-
measured. The pattern measured at the new location is
much closer to ideal than at the previous location (Fig.
4e). These observations clearly indicate that interference
within the antenna’s near field significantly influences
pattern distortion. If either antenna A or B is set up in
a clear environment, the patterns are much closer to
ideal than if the same antenna is measured in a cluttered
environment.

6) TIME DEPENDENCE
The time dependence of the measured patterns is very

important to document since the patterns can be used
to improve HF radar measurements. The timescale of
the pattern changes will dictate the frequency of the
measurement necessary to maintain accurate systems.
The time dependencies of these patterns were deter-
mined by comparing like runs measured at different
times. Both runs 4 and 5 measured the same system
hardware in the clear environment 11 months apart. The
measurements indicate that while the amplitude of the
pattern changed over time, the angular dependence of
the pattern did not (Figs. 2 and 5a). These patterns are
normalized by the omnidirectional monopole. If the
strength of the monopole decreases, the amplitude of
the normalized pattern will increase. Since the change
in the pattern is felt equally over all angles, the differ-
ence in the normalized pattern can only be attributed to
a weaker monopole. During the hardware changes for
runs 6 and 7, the cable connecting the receiver to the
monopole was disconnected and reconnected. The same
hardware was then measured again in run 8. After the
cable was reconnected, the pattern amplitude returned
to the same order seen 11 months before (Figs. 2 and
5b). Again the directional dependence of the pattern did
not change. The tighter cable connection strengthened
the monopole and decreased the amplitude of the nor-
malized pattern. This indicates that the only change seen
in the antenna pattern over the 11-month period is the
strength of the monopole.
Similar tests were completed in the cluttered envi-

ronment. These runs measured the same system setup
13 months apart. Again the amplitude, not the direc-
tionality, of the pattern was affected. The amplitude
measured in October 1999 is on the order of 0.80. The
amplitude of the same system setup measured 13months
later increased to about 1.50. After several hardware
changes, the monopole connection was strengthened and
the pattern amplitude returned to 0.65, the same order
as that measured 13 months before. Through all of these
runs the directional dependence of the patterns remained
the same. Since the pattern amplitudes are adjusted with
measured sea echo (Lipa and Barrick 1983), it is only
required that the directional dependence of the pattern
be maintained. The results from both sites indicate that
the directionality of the normalized pattern measured in
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FIG. 5. Antenna patterns of loop 1 (thick solid) and loop 2 (thick dash–dot) normalized by the
monopole at the clear site during runs (a) 5 and (b) 8.

either environment did not significantly change over
annual timescales. Based on these conclusions, annual
antenna pattern runs appear to be sufficient to maintain
the accuracy of a CODAR site.
The pattern measurements shown here indicate that

the length of the monopole ground plane and the local
environment play an important role in antenna pattern
distortion. If the ground plane is resonant or there is
interference within the antennas near field, the ideal

geometry of the antenna breaks down and the elements
interact. This breakdown has also been shown theoret-
ically to causes interelement interaction that distorts the
antenna pattern (Burke 1981a,b,c).

b. ADCP comparisons

The MUSIC algorithm can use either the measured
or ideal pattern to determine the bearing of a given radial
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FIG. 6. The rms difference between the radial velocities of the ADCP and each CODAR angular bin within the
range cell passing through the ADCP using the measured (solid) and ideal (dashed) antenna patterns. Comparisons
were made at the clear site with the (a) resonant and (b) nonresonant ground planes, and repeated at the cluttered
site with both the (c) resonant and (d) nonresonant ground planes. The angular bin containing the ADCP is shown
as a vertical black line.

TABLE 2. ADCP comparison statistics for the clear environment.

Ground
plane (m) Antenna pattern

Rms
difference
(cm s!1) R2

Number
of points

2.4
2.4
2.4
1.2
1.2
1.2

Ideal
Measured
Measured–interpolated
Ideal
Measured
Measured–interpolated

9.53
7.37
7.75
8.30
8.40
7.80

71%
90%
86%
81%
83%
88%

682
314
594
99
224
549

TABLE 3. ADCP comparison statistics for the cluttered
environment.

Ground
plane (m) Antenna pattern

Rms
difference
(cm s!1) R2

Number
of points

2.4
2.4
2.4
1.2
1.2
1.2

Ideal
Measured
Measured–interpolated
Ideal
Measured
Measured–interpolated

7.19
6.83
7.65
7.76
7.68
6.70

84%
94%
82%
90%
93%
90%

699
190
722
694
632
920

velocity. For the purpose of this study, results obtained
with the ideal pattern will be called ideal pattern results
and those obtained with the measured pattern will be
labeled the measured pattern results. The processing can
also utilize an angular interpolation scheme to fill in
radial data gaps. Since the measured pattern results usu-
ally have more data gaps than the ideal pattern results
(Paduan et al. 2001), the interpolation was used exclu-

sively on these data. The ideal, measured, and mea-
sured–interpolated CODAR results were each indepen-
dently validated against a moored ADCP. As previously
mentioned, the CODAR measurement is the average
over the surface meter of the water column and the
ADCP is a 1-m average at a depth of 2.5 m. Between
16 October 1999 and 24 January 2000, the CODAR
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FIG. 7. The rms difference (upper lines) at the clear site between the radial velocities of the ADCP and
each CODAR angular bin within the range cell passing through the ADCP using the measured antenna
pattern with (dashed) and without (solid) the interpolation-smoothing algorithm. The number of data points
(lower lines) for each angular bin with (dashed) and without (solid) the interpolation-smoothing algorithm.

sampling was separated into two regimes. From 16 Oc-
tober 1999 to 4 December 1999, the antennas were set
up with the resonant 2.4-m ground plane. From 6 De-
cember 1999 to 24 January 2000, the ground plane was
shortened to the nonresonant 1.2 m. These tests take
advantage of the amplified distortion observed with the
resonant ground plane so that the effect of this distortion
on system accuracy is more easily observed. Addition-
ally, the ADCP was moored near the edge of the antenna
pattern for each remote site, so these comparisons also
focus on the portion of the pattern most affected by
antenna element interaction. Results from the clear site
indicate the influence of the pattern distortion on the
ADCP comparisons (Table 2). When the larger ground
plane was tested, the ideal pattern results had an rms
difference of 9.53 cm s!1 and a correlation of 71%.
When the large distortion was accounted for in MUSIC
by using the measured pattern, the rms difference im-
proved to 7.37 cm s!1 with a correlation of 90%. With
the nonresonant ground plane, the distortion is signifi-
cantly reduced and there is only a small difference be-
tween the ideal and measured pattern results. The ADCP
comparisons show that either pattern has rms differences
on the order of 8 cm s!1 with an average correlation of
82%. With the near-ideal pattern, the accuracy of the
CODAR measurement is independent of the pattern
used in the processing. However, if these patterns are

distorted, surface current measurements are in better
agreement when MUSIC uses the measured pattern.
Table 2 also shows the number of concurrent data

points from each instrument used in the comparison.
One consequence of using the measured pattern in the
MUSIC processing is that certain radial directions are
favored over others. The number of points used in each
comparison indicates this asymmetry in the radial fields.
The angular interpolation within a given range cell was
used in the processing to fill in these gaps. The inter-
polated data was compared to the ADCP to assess the
validity of the algorithm. With an rms difference of 7.75
cm s!1 and a correlation of 86%, the measured–inter-
polated data correlation is on the same order as the
measured pattern data without interpolation. These re-
sults hold true for both the resonant and nonresonant
cases. With both ground planes, the measured–inter-
polated data had similar statistical comparisons as the
corrected data and prove to be an effective algorithm
for filling in radial data gaps.
The same study was repeated in the cluttered envi-

ronment. This site differs from the clear site in that the
patterns are distorted with both the resonant and non-
resonant ground planes. The only similarity is that the
distortion near the endpoints was reduced with the short-
er ground plane. With the resonant ground plane, the
results using the measured pattern improved the ADCP
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FIG. 8. The rms difference between the measured and ideal pattern current estimates at the clear site with the (a)
resonant and (b) nonresonant ground planes. The lowest rms difference for each bin is shown as a dashed line.

correlation from 84% to 94% (Table 3). These results
are consistent with those found at the clear site. With
the nonresonant ground plane, the results did not differ
significantly between the measured and ideal pattern
data. Even with the distortion near the center of the
pattern, the reduced distortion near the endpoints is suf-
ficient to equalize the two results. These observations
suggest that the distortion near the center of the pattern
may not influence the radial data distribution near the
edge of the pattern.
Since MUSIC uses the antenna pattern to determine

the bearing of each radial velocity observed in a given
range cell, comparisons between the ADCP and radial
currents from all other angles in the CODAR range cell
may indicate why pattern measurements improve system
accuracy. The rms difference between the ADCP and
all CODAR grid points was determined for the ideal,
measured, and measured–interpolated CODAR data.
Since bearing solutions estimated with the ideal pattern
are found over 360" and solutions with the measured
pattern only occur over the range covered by the boat
measurement, solutions over land sometimes are in-
cluded in the ideal data. Paduan et al. (2001) suggest
that the ideal solutions outside the measured pattern
domain result from pattern distortion. The angular de-
pendence of the rms difference between the ADCP and

the CODAR data estimated with the ideal pattern has a
very broad minimum shifted to the right of the ADCP
(Fig. 6a). When the data are processed with the mea-
sured pattern, the rms value at the ADCP is lower and
the narrower minimum is shifted toward the ADCP.With
the nonresonant ground plane, the angular dependence
of the rms comparison does not differ significantly for
the two patterns (Fig. 6b). This is to be expected since
the two patterns are almost identical and the CODAR
estimates should be similar. If the patterns are distorted,
the correlation statistics are improved by more consis-
tently placing radial velocities in the appropriate angular
bin.
The angular validation at the cluttered site supports

the results found in the clear site. If the pattern is dis-
torted, the lowest rms difference is closer to the ADCP
when the measured pattern is used (Fig. 6c). Even with
the pattern distortion seen with the nonresonant ground
plane, the ADCP correlation statistics did not change
(Table 3). Similarly, the angular dependence of the rms
difference does not change between the ideal and mea-
sured pattern estimates (Fig. 6d). With the ADCP lo-
cation near the edge of the pattern, these results indicate
that pattern distortion may only affect local bearing es-
timates.
The measured and interpolated data for the entire
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clear site range cell was also compared to the ADCP.
If the interpolation is used, the data gaps or spokes seen
in the estimates processed with the measured pattern are
filled in (Fig. 7). The rms curves for the measured pat-
tern and measured–interpolated pattern data are nearly
identical, indicating that the two datasets compare sim-
ilarly to the ADCP. Since the algorithm is using a 20"
window for interpolation and smoothing, the rms min-
imum in the interpolated data is broader than the mea-
sured result without interpolation (Fig. 7). The algo-
rithm used here is an effective method for filling in
radial data gaps in the measured pattern data.
The comparisons with the ADCP show that the CO-

DAR data processed with the measured antenna pattern
have a higher correlation. These results are especially
evident if the patterns are significantly distorted, as is
the case with the resonant ground plane. If the measured
and ideal patterns do not significantly differ, the cor-
relation remains high regardless of the pattern used in
the processing. This study takes advantage of the
ADCP’s proximity to the endpoint of the pattern, the
area most affected by antenna element interaction. The
next section will expand these results over all angles by
looking at comparisons between CODAR data pro-
cessed with the measured and ideal antenna pattern.

c. Measured versus ideal

The results of the previous section showed that for
the angles looking toward the ADCP, system accuracy
improved with the measured pattern if significant dis-
tortion exists. To spatially extend the ADCP results, this
section discusses comparisons between CODAR cur-
rents generated with the ideal and the measured antenna
patterns over all angles. In the following analysis, data
from the clear site CODAR range cell passing through
the ADCP were used. Measured pattern currents from
a specific angular bin were compared to the ideal pattern
currents from all angular bins. The rms difference cal-
culations were then repeated for each angular bin in the
range cell. Figure 8 shows contour plots of the rms
difference between the measured and ideal pattern re-
sults. The x axis is the reference angle from true north
for each angular bin of the measured pattern. The y axis
is the relative angle between the measured angular bin
and the ideal angular bin. Zero relative angle means the
measured and ideal angular bins are collocated, and pos-
itive relative angles imply that the ideal angular bin is
north of the measured angular bin. The dashed line in-
dicates the ideal bin with the lowest rms difference.
Since the reference angle in each plot does not match
the relative angle near the edges, the measured pattern
focuses the possible angle solutions to a narrower range
and the ideal pattern spreads the possible solutions over
more angles. When the patterns are distorted, the mea-
sured and ideal pattern data measured at the same an-
gular bin do not have the lowest rms difference (Fig.
8a). The dashed line shows that the lowest rms differ-

ence could be with a grid point as far as 50" away. This
angular offset is shown to be dependent on the reference
angle, with a larger offset near the edges. This appears
to be related to the increased distortion observed near
the coast. If the resonant ground plane is replaced with
a shorter nonresonant ground plane, the distortion near
the edge of the pattern is reduced. The ideal bin with
the best correlation to the measured pattern result is
much closer to the measured pattern data point (Fig.
8b). This is to be expected since the measurement pat-
tern is almost ideal.

5. Conclusions

As the role of HF radar becomes increasingly more
important in coastal observatories and regional mod-
eling efforts, it is imperative to properly maintain ac-
curate systems to ensure high data quality. System ac-
curacy is shown to be dependent on the distortion of
the measured pattern. For the CODAR-type DF system,
this distortion is related to the interaction between the
individual elements, whether caused by a resonant
ground plane or the local environment. In many cases
distortion is unavoidable due to site location constraints.
For these instances it is necessary to process the data
with the measured pattern. Unless the measured pattern
is nearly ideal, ADCP comparisons indicate that the
CODAR bearing estimates are more accurate if MUSIC
uses the measured pattern. A direct CODAR-to-CODAR
comparison shows that the offset between the measured
and ideal angular bins with the lowest rms difference
extends over all angles when the pattern is distorted
over all angular bins. To maximize an HF radar’s use-
fulness for scientific and operational applications, the
antenna patterns for each site must be measured and, if
distorted, these patterns should be used in the processing
to improve the surface current measurements.
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