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Sea-echo data from three separate narrow-beam HF radar experiments on the Pacific Ocean are analyzed here by techniques presented in Lipa and Barrick (1980). Only those wave spectral components whose periods exceeded 10 s were included. Close agreement of radar-deduced wave field parameters with surface observations confirms the validity of the second-order theoretical solution for the echo Doppler spectrum, upon which this analysis is based. Depending on the particular experiment, a variety of wave parameters are extracted, including rms wave height, mean wave direction, dominant period, angular spread of the wave field, nondirectional wave height spectrum, and higher Fourier angular coefficients versus wave frequency. The radar-deduced wave parameters fall within the combined error bounds estimated for the radar and buoy wave observations; consequently, we contend that the primary source of error for radar data is finite sample size. Typical accuracies for specific parameters resulting from observations averaged over a 2-hour period are ±5% for wave height, ±0.5 s for wave period, and ±7° for wave direction. Hence the utility of HF radars for long-wave measurements has been validated.

1. INTRODUCTION

Ever since theoretical derivations related the ocean wave height directional spectrum to the second-order sea-echo HF (high-frequency) Doppler spectrum [Barrick, 1971, 1972; Hasselmann, 1971], the prospect of measuring important sea-state parameters at a single radar operating frequency has enticed radio oceanographers. However, the nonlinear nature of the integral equation containing the wave height directional spectrum appeared sufficiently formidable that no immediate solutions were demonstrated. Barrick and Lipa [1979a] and Lipa and Barrick [1980] trace the evolution of approximations and techniques that permit extraction of sea-state parameters from second-order echo; in this paper, we restrict our attention to demonstration of inversion techniques via three separate experiments yielding long-wave directional parameters, and we compare all results with alternate sea-surface wave observations.

First-order sea echo originates from those components of the ocean-wave spectrum of length equal to half the radar wavelength. This echo appears in the received Doppler spectrum as distinct narrow peaks whose symmetrical shifts from the radar frequency are related to the phase velocity of these short waves (at 25 MHz—a typical HF frequency—the first-order Bragg echo originates from 6-m long ocean waves whose phase velocity is 3.06 m/s and temporal period is ~2 s); these echoes are referred to as the first-order 'Bragg' peaks or lines. Surrounding these Bragg peaks in Doppler space is a continuum. This continuum is the second-order sea echo that we employ here to extract long-wave directional parameters. The agreement of these experimental data with alternate observations, shown subsequently, demonstrates that the second-order theoretical solution correctly describes this portion of the echo.

The second-order solution is obtained by using boundary-perturbation techniques on the Navier-Stokes hydrodynamic equations and Maxwell's electromagnetic equations at the free-water surface. Interpretation of the solution shows that a double Bragg interaction produces this portion of the echo, as indicated by the appearance of the wave height spectrum twice in the integrand of the solution. It should be stressed that these equations for the second-order echo contain neither arbitrary parameters nor mathematical models that must be determined by fits to measured data. Hence these expressions are unique solutions for second-order scatter and are employed with no modifications or adjustments to force agreement with data.

Thus far, only three groups have actually analyzed the second-order portion of experimental HF data. Barrick [1977] and Maresca and George [1980] developed and demonstrated approximations that permit extractions of significant wave height and its nondirectional spectrum. Lipa [1978] was the first to attempt an inversion of the integral equation to obtain directional information about the wave field. All of those works produced results that agreed favorably with alternate sea-surface measurements. However, those works have been based on approximations and/or models for the wave field that limit their utility for most commonly encountered situations. This paper employs none of these restrictions and hence demonstrates the general feasibility of second-order extraction/inversion. The data analyzed herein have the following general properties: (1) They originate from experiments where narrow antenna beams were employed (i.e., <25°), and (2) we restrict our attention to the 'long-wave' region of the ocean spectrum, which we define here to be those wave components whose periods exceed 10 s.

All of the techniques used in this paper for extracting long-wave information from second-order Doppler echo were derived, analyzed, and presented in Lipa and Barrick [1980], hereinafter cited as L-B. We draw on these expressions below, with a minimum of mathematical detail; the reader is referred to L-B for greater derivation and explanation. In brief, the Doppler spectrum is analyzed as follows: If sharp spikes occur in the higher-order structure adjacent to the first-order lines, one is justified in testing the hypothesis of an ocean spectral model with a single dominant wavelength. Analysis begins with the assumption that this model is unidirectional; if statistical tests show that such a model does not adequately fit the data, parameters of a more general cardioid model are derived. When the higher-order structure is continuous in nature, even the cardioid model will fail the maximum-likelihood test of its applicability; then a general inversion procedure is employed to give Fourier coefficients of the ocean wave spectrum as a function of ocean wave frequency.
Facility located in central California. The radar receiving antenna is 2.5 km in length and operates between 6 and 30 MHz, forming multiple beams of width 0.5° at 15 MHz. The radar can be electronically steered with azimuth increments of 0.25° to a limit of ±32° from an east-west boresight. In this experiment, transmission occurred at a frequency of approximately 15 MHz via a single reflection from the ionosphere during stable sporadic-E conditions.

Radar Spectra

High quality backscatter was observed from three locations near the buoy and at four time periods between 1600 and 1800 UT. Spectral broadening of the skywave radar echoes caused by multipath and by smearing were minimal in this data set because of the extremely stable ionosphere. At each location, data was taken from 21 contiguous range cells of width 3 km and from 4 adjacent azimuths spaced by 0.25°. These spectra were incoherently averaged without normalization to give 14 84-sample averages covering 102.4 s in time from an area about 60 km × 63 km. Figure 1 gives examples of echo Doppler spectra measured in each time period. According to the theory of L-B, narrow-band ocean swell produces four sharp spikes in the second-order spectrum that are approximately symmetrically displaced from the first-order lines. All four spikes appear in spectra measured around 1628 and 1822 UT, but at the intermediate times (around 1703 and 1724 UT), the structure of the swell peak on the inner side of the weaker first-order line is concealed by another echo of greater magnitude. This spurious echo lies too close to the Bragg line to be due to second-order scatter from ocean waves and is believed to be due to splitting of the first-order line by ionospheric multipath, a problem in skywave ocean observations [Maresca and Georges, 1980]. This belief is supported by the reduction of the remaining first-order energy relative to the other swell peak. In many cases, a distinct peak cannot be resolved (see Figure 1). When this problem occurs, we have not used this spectral region in the analysis.

Data Analysis and Results

L-B describe several techniques of increasing complexity that may be applied to the peaks of the second-order spectrum to yield estimates of parameters describing the swell. For this experiment the simplest technique provided a good fit to the data; the swell is modeled as having a single wave number and direction with a contribution to the directional ocean-wave spectrum at wave number \( k \) and direction \( \theta \) given by

\[
S(k, \theta) = H^2 k^{-4} \delta(k - k_0) \delta(\theta - \theta_0)
\]

(1)

where \( H, \theta_0, k_0 \) are the rms wave height, direction and wave number of the swell, respectively. This model was applicable because the observed swell had a narrow distribution in both angle and wave number; in addition, the radar beamwidth was small.

L-B show that the four swell peaks occur at angular frequencies given by

\[
\omega_m = m\omega_o \pm \frac{m^2 \omega_o^2 + 2m\omega_o^2 \cos \theta_o + \omega_o^4}{m^2}
\]

(2)

In this expression the indices \( m \) and \( m' \) define the swell peaks: \( m' \) is 1 or -1 for positive or negative Doppler frequency, \( m \) is 1 or -1 for the outer or inner side of the Bragg line, and \( \omega_o \) and \( \omega_o' \) are the swell and first-order Bragg frequencies defined by

\[
\omega_o = \sqrt{gk_o}, \quad \omega_o' = \sqrt{2gk_o}
\]

(3)
TABLE 1. Analysis of Skywave Radar Data (May 17, 1978)

<table>
<thead>
<tr>
<th>Time</th>
<th>Period From (5), s</th>
<th>Radar/Swell Angle, deg</th>
<th>rms Wave Height From (9), cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>From (6)</td>
<td>From (8)</td>
<td>( m = m' )</td>
</tr>
<tr>
<td>1628</td>
<td>11.9</td>
<td>133</td>
<td>130</td>
</tr>
<tr>
<td>1630</td>
<td>12.6</td>
<td>136</td>
<td>140</td>
</tr>
<tr>
<td>1703</td>
<td>11.8</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>1705</td>
<td>11.9</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>1707</td>
<td>12.3</td>
<td>103</td>
<td></td>
</tr>
<tr>
<td>1708</td>
<td>12.2</td>
<td>149</td>
<td></td>
</tr>
<tr>
<td>1710</td>
<td>12.6</td>
<td>101</td>
<td></td>
</tr>
<tr>
<td>1712</td>
<td>12.8</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>1713</td>
<td>13.1</td>
<td>156</td>
<td></td>
</tr>
<tr>
<td>1725</td>
<td>11.9</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>1726</td>
<td>11.8</td>
<td>156</td>
<td></td>
</tr>
<tr>
<td>1728</td>
<td>11.4</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>1730</td>
<td>11.6</td>
<td>141</td>
<td></td>
</tr>
<tr>
<td>1823</td>
<td>12.8</td>
<td>113</td>
<td>150</td>
</tr>
</tbody>
</table>

where \( k_0 \) is the radar wave number and \( g \) is the gravitational acceleration. Estimates of swell wave number, period, and direction follow from the relations

\[
k_r = (\Delta \omega^+ + \Delta \omega^-)^2/16g \tag{4}
\]

\[
T_S = 2\pi/\sqrt{gk_r} \tag{5}
\]

\[
\theta_s = \cos^{-1} \left[ \frac{8\omega_d(\Delta \omega^+ - \Delta \omega^-)}{(\Delta \omega^+ + \Delta \omega^-)^3} \right] \tag{6}
\]

where \( \Delta \omega^+ \) and \( \Delta \omega^- \) are the radian frequency displacements between the swell peaks surrounding the approaching and receding Bragg lines.

The ratio \( R_{m,m'} \) of the energy in a swell peak to that in the neighboring first-order line is given by

\[
R_{m,m'} = 2H^2_s [\Gamma_{m,m'}(k_0, \theta_s)]^2 \tag{7}
\]

where \( \Gamma_{m,m'} \) is the coupling coefficient defined in L-B. The rms wave height and the angle \( \theta_s \), follow from a maximum-likelihood analysis in which the following expression is minimized:

\[
\sum_{m,m'=1} \frac{(R_{m,m'} - 2H^2_s [\Gamma_{m,m'}]^2)^2}{\text{Variance}(R_{m,m'})} \tag{8}
\]

The peak energy was calculated by integrating the spectrum between the half-power points; the frequency was taken as the centroid of the spectrum in this frequency range. Thus we minimized the sum of weighted squared deviations of the experimental values of \( R_{m,m'} \) from the ideal functional form to give optimum values of \( \theta_s \) and \( H_s \). The residual \( I(\theta_s, H_s) \) obeys an approximate \( \chi^2 \) distribution, and a \( \chi^2 \) test demonstrated the validity of the ocean-wave spectral model (1).

When four uncontaminated swell peaks were available in the radar spectrum, the peak frequencies were analyzed to give swell direction and wave number. This wave number was then used in an analysis of peak amplitudes to give wave height and an independent estimate of direction. As a consistency check we also computed the rms wave height from each swell peak by using the formula

\[
H_s = \left( \frac{R_{m,m'}}{2|\Gamma_{m,m'}|^2} \right)^{1/2} \tag{9}
\]

substituting the calculated direction and wave number. If the model for the directional ocean wave spectrum given by (1) provides a good fit to the data, the four values of wave height given by (9) should be consistent.

When one swell peak was contaminated, (4), (5), and (6) were applied with \( \Delta \omega^+ \) replaced by \( 2 \Delta \omega \), where \( \Delta \omega \) is the frequency displacement of the uncontaminated peak from the first-order line. Because the weaker first-order line is split, neither of the ratios \( R_{m,1} \) is known with certainty, and there is insufficient information in the remaining two ratios to determine both wave height and angle with adequate accuracy. Instead, we used the direction determined from the uncontaminated spectra and obtained two estimates of wave height by applying (9) to the peaks surrounding the stronger uncontaminated Bragg peak.

Results of the analysis are shown in Table 1. The major source of uncertainty is the unknown ionospheric perturbations. The accuracy of the derived results was estimated from the consistency between independent estimates.

**Comparison with Surface Data**

The nature and extent of the weather systems affecting the measurement area are shown on the surface charts given in Figure 2. The radar measurements were made in the center of

---

**Fig. 2. National Weather Service surface charts compiled for May 17, 1978 (top) 0000 UT, (bottom) 1800 UT. The location of the NOAA Data Buoy 46006 is indicated by the solid circle.**
a large high-pressure system, with ocean waves in the vicinity consisting primarily of swell generated by distant low-pressure centers to the north and west, with minimal wind waves.

To verify the radar results, we used the 3-hourly measurements of winds and nondirectional spectra made by the NOAA data buoy, the ship reports of swell direction provided by the National Weather Service, and the hindcast tables prepared by OSI, Inc. Figure 3 gives a time history of local wind velocity at the buoy over the 24 hours preceding the experiment. Winds were extremely light and reversely directed during the experimental period. This is indicated in the radar spectra by a reversal in the relative magnitude of the approaching and receding Bragg lines between 1628 and 1703 UT (see Figure 1). Ocean wave spectra recorded by the buoy are shown in Figure 4. These spectra contain low-frequency peaks characteristic of ocean swell. To obtain wave height estimates for comparison with the radar results, the spectra were integrated over the same frequency band used to compute peak energies in the radar spectra, which in this case includes essentially all the energy in the ocean-wave spectrum. The swell period was taken to be the centroid frequency of the spectrum in this band.

Estimates of swell direction were obtained from ship observations made between 1800 UT, May 16, and 1800 UT, May 17, provided in surface charts. Unfortunately, there were no observations made near the site of the radar measurements. Therefore, a hindcast was made of the direction of swell passing within 4° of latitude at the buoy longitude. We assumed that the swell propagated along a great circle path at its group velocity, which was calculated from the period measured by the buoy. The original ship reports are given in Table 2 with the calculated swell direction, latitude, and time of arrival. We also compared our results with a hindcast made by OSI, Inc., based on the methods of Pierson et al. [1953]. The estimated swell directions obtained independently from the two hindcasts are entirely consistent.

The comparison between the surface data and swell parameters derived from the radar data is shown in Table 3. The initial entries are the averaged radar results for each time period selected in the following manner: at 1628 and 1822 UT we used the estimates of wave height and direction derived from the maximum likelihood analysis, as they were the most stable to measurement uncertainty. At 1703 and 1724 UT we used the direction derived from the frequency estimates and the averaged estimate of wave height from the two uncontaminated swell peaks. The next entry in Table 3 gives the means and rms deviations for the four time periods and finally we give the in situ observations, which were essentially constant over the experimental period. The radar and in-situ observations agree to within 1 cm in rms wave height, 3° in direction, and 1 s in period. The uncertainties in buoy estimates given in Table 3 follow from specifications given by Withee and Blasingame [1976], and uncertainties in hindcast values were made by using methods described in Appendix A. These uncertainties are sufficient to explain the small discrepancies between radar and surface observations.

3. SAN CLEMENTE ISLAND EXPERIMENT

In this NOAA/NRL/ITS experiment, surface-wave measurements of sea echo were made from San Clemente Island off the coast of California on December 4, 1972 [Barrick et al., 1974]. The radar was located on the northwest side of the island and looked westward into the Pacific, transmitting simultaneously on 10 frequencies from 2.41 to 24.1 MHz. The receiving antenna was a broadside array 260 m in length with a one-way beamwidth ranging from 15° at 3 MHz to 7° at 24 MHz. The receiving antenna formed two simultaneous beams pointed along the directions 240°T and 270°T; the system recorded data simultaneously from three range cells centered 22.5, 30, and 37.5 km from the receiver.

Radar Spectra

Data were processed and were recorded digitally as 204.8-s coherent spectra; nine consecutive spectra were summed to cover a period of approximately 30 m at the start times 1014, 1114, 1525, and 1608 PST. To combine data from different range cells, account must be taken of the fact that data signals from the greater ranges are weaker because the path loss is greater. We used a logarithmic normalization scheme developed by Barrick [1980] to average data multiplied by an unknown factor, such as path loss; this technique is described briefly in Appendix B. In applying this method to the experimental data, an estimate of the additive noise power level was made by averaging spectral values at large Doppler shifts, where the sea-echo signal is negligible. We then determined the frequency bounds (ω1 and ω2) of the useful part of the echo spectrum, which was defined as having a signal/noise ratio that exceeds 10. The Doppler spectrum σ(ω) from each range cell was normalized by the factor

\[ \exp \left[ -\frac{1}{2} \ln \left( \frac{\sigma(ω)}{ω_i - ω_j} \right) \right] \]

\[ (10) \]

Fig. 4. Measurements of the ocean wave nondirectional spectrum made by the data buoy on May 17, 1978, (left) 1800 UT, significant wave height 2.17 m, (right) 1500 UT, 2.13 m.
and the normalized spectra summed to give a composite spectrum consisting of approximately 27 independent sample averages (nine from time averaging, three from range averaging).

We analyzed data for radar transmitter frequencies between 5 and 15 MHz, because in this frequency range the radar signal/noise ratio is large and there is pronounced second-order structure owing to swell and wind waves. This includes the following frequencies: 6.9, 9.4, 13.40, 13.41, and 13.43 MHz. Spectra at the latter three closely spaced frequencies were averaged to increase the effective number of degrees of freedom by another factor of 3. An example of a measured power spectrum is given in Figure 5, showing small peaks owing to ocean swell between the first-order lines and the wind-wave peaks. It is evident from this spectrum that the wind-wave peaks are dominant in the second-order spectrum; a better idea of the relative magnitude of swell versus wind-wave peaks follows from Figure 6 which shows the spectra from different range cells drawn on a linear scale.

Methods and Results

The calculation of the frequencies and amplitudes of the swell spectral peaks was more complicated than for the previous experiment because the wind-wave echoes were dominant in the second-order spectrum. However, the swell region was normally well separated from the rest of the spectrum (as seen in Figure 6) and we reduced the small contribution to the swell energy from the first-order and wind-wave peaks by subtracting parabolae fitted to the neighboring 'walls.' The energy and centroid frequency were then calculated between the half-power points as before.

In the late afternoon at the higher radar frequencies, the swell and wind-wave peaks merged together because the wind wave height increased from 1.5 to 2.5 m under the influence of a 16-m/s wind onset; for this reason we did not use the 13.4 MHz data for the last period of the afternoon (better resolution and signal-to-noise ratio inherent in more modern HF radar systems—exemplified in the other two recent experiments—would have permitted discrimination of the two peaks even for the afternoon period).

The second-order spectrum at negative Doppler frequencies is almost always below the additive noise which was determined from the data as was described previously. We therefore modified the methods of L-B to apply to the data measured only at positive Doppler frequencies for the two beam positions. In the following discussion, we term the beams from 270°T and 240° as the 'right' and 'left' beams, respectively; parameters associated with the beams are identified by superscripts $R$ and $L$.

We began, as for the previous experiment, assuming ocean swell with a directional ocean-wave spectrum modeled as an impulse function in direction and wave number (as in (1)). In place of (2) for the peak frequencies we have

$$\omega_{m,1} = \omega_s + (\omega_s^4 + 2m\omega_s^2\omega_0^2 \cos \theta + \omega_0^4)^{1/4}$$ \hspace{1cm} (11)

and in place of (7)

$$R_m = 2H_s^2 \left| \Gamma_{m,1}(k_n, \theta_s) \right|^2$$\hspace{1cm}(13)

We obtained maximum-likelihood estimates of period and direction from (11) and (12) and of wave height and direction from (13) and (14). Statistical uncertainties in these parameters were obtained from the random surface-height statistics, using the theory of linear error propagation, applied by L-B, section 3, to a similar problem. Results of this analysis are shown in Table 4: There is a consistent discrepancy between the swell direction derived from (11) and (12) and from that derived from (13) and (14), which exceeds the statistical standard deviation by about a factor of 10. It, therefore, follows

<table>
<thead>
<tr>
<th>Source</th>
<th>Location ($^\circ$N, $^\circ$W)</th>
<th>Time, UT</th>
<th>$H_s$, cm</th>
<th>$\theta_s$, deg T</th>
<th>$T_s$, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar</td>
<td>(40,137)</td>
<td>1628</td>
<td>51</td>
<td>325</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>(38,137)</td>
<td>1703</td>
<td>42</td>
<td>322</td>
<td>12.4</td>
</tr>
<tr>
<td></td>
<td>(38,139)</td>
<td>1724</td>
<td>38</td>
<td>286</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td>(38,137)</td>
<td>1822</td>
<td>46</td>
<td>300</td>
<td>12.8</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values</td>
<td>Radar</td>
<td>(38,137)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Buoy</td>
<td>(41,138)</td>
<td>1719</td>
<td>44 $\pm$ 3</td>
<td>308 $\pm$ 8</td>
</tr>
<tr>
<td></td>
<td>Ship report</td>
<td>(40,138)</td>
<td>1650</td>
<td>45 $\pm$ 20</td>
<td>305</td>
</tr>
<tr>
<td></td>
<td>Hindcast</td>
<td>(41,138)</td>
<td>1800</td>
<td>30 $\pm$ 20</td>
<td>305 $\pm$ 8</td>
</tr>
</tbody>
</table>
that the impulse-function model for a single swell component does not provide a good fit to the data.

As was described by L-B, if the swell peaks are discrete, but a unidirectional model does not fit the data, we assume a model with a single swell wavelength but with a finite spread in angle having a cardioid distribution; this model for the directional ocean-wave spectrum is given by

$$S(k, \theta) = H_s^2 k^{-1} \delta(k - k_s) \cos^2 \left( \frac{\theta - \theta_s}{2} \right) A(\varepsilon)$$

where

$$A(\varepsilon) = \int_{-\pi}^{\pi} \cos^2 \left( \frac{\theta}{2} / 2 \right) d\theta = 2 \sqrt{2} \Gamma \left( \frac{\varepsilon}{2} + \frac{1}{2} \right) / \Gamma(\varepsilon/2 + 1)$$

The corresponding peak frequencies are the same as those for the previous model given in (11) and (12), but expressions for the energy ratios have the modified form

$$R_{m,1}^s = \frac{2H_s^2}{A(\varepsilon)} \int_{-\pi}^{\pi} \Gamma_{m,1}\left( \theta - \theta_s \right)^2 \cos^2 \left( \frac{\theta - \theta_s}{2} \right) d\theta$$

$$R_{m,1}^l = \frac{2H_s^2}{A(\varepsilon)} \int_{-\pi}^{\pi} \Gamma_{m,1}\left[ \theta + \frac{\pi}{6} \right]^2 \cos^2 \left( \frac{\theta + \pi/6 - \theta_s}{2} \right) d\theta$$

Maximum-likelihood estimates of wave height, direction, and the spreading parameter were obtained by least squares fitting (17) to the data. These values are shown in Table 4; the swell direction derived from maximum likelihood is also inconsistent with results obtained by using the peak frequencies, and it therefore appears that a model of the ocean surface containing a single swell component is unable to provide an adequate description of the data.

We therefore assumed a model spectrum consisting of the sum of two impulse functions representing swell arriving from two directions, $\theta_1$ and $\theta_2$:

$$S(k, \theta) = H_s^2 k^{-1} \delta(k - k_s) \delta(\theta - \theta_1) + H_s^2 k^{-1} \delta(k - k_s) \delta(\theta - \theta_2)$$

Theoretically, this ocean-wave spectrum produces eight spikes in the radar spectrum; however, for the San Clemente experiment only four can be resolved because of finite swell bandwidths and beamwidths. The corresponding centroid frequency for the right beam representing the combination of the two swell peaks that cannot be individually resolved is

$$\omega_m^{1,2} = \frac{H_s^2 \left[ \Gamma(\theta_1, k_s) \right]^2 + H_s^2 \left[ \Gamma(\theta_2, k_s) \right]^2}{H_s^2 \left[ \Gamma(\theta_1, k_s) \right]^2 + H_s^2 \left[ \Gamma(\theta_2, k_s) \right]^2}$$

where $\eta_1$ is the peak frequency corresponding to the first swell component given by $m_0 + (\omega_0^2 + 2m_0^2)\omega_0^2 \cos \theta_1 + \omega_0^4)^{1/4}$ with $\omega_0 = \sqrt{gk}$, and similarly for $\eta_2$. The total energy ratio is given by

$$R_{m,1}^s = 2H_s^2 \left[ \Gamma(\theta_1, k_s) \right]^2 + 2H_s^2 \left[ \Gamma(\theta_2, k_s) \right]^2$$

Similar formulae apply to the left beam with the angles $\theta_1, \theta_2$ replaced by

$$\theta_1 + \frac{\pi}{6}, \theta_2 + \frac{\pi}{6}$$

We attempted to use (19) and (20) together with the corresponding equations for the left beam to determine the parameters describing the two swell components. However, there was insufficient information in the data to allow so many parameters to be resolved with adequate accuracy. We, therefore, compared results from a single composite swell analysis with surface data. Later we describe results of a consistency check which shows that two swell components with the hindcast properties would produce a radar spectrum that is reasonably consistent with the measured data.

Comparison with Surface Data

A Waverider buoy moored in the scattering area provided the nondirectional ocean-wave spectrum for the periods 1015–1210 PST and 1569–1734 PST. These spectra, shown in Figure 7, contain broad swell peaks separated in frequency from a saturated wind-wave spectrum.

Because the buoy output provided no directional information, it was supplemented by wave hindcast tables prepared by OSI, Inc., available for 1000 and 1600 PST. The hindcast of swell properties given in Table 5 indicates the presence of two swell components with a total rms wave height increasing by 50% from morning to afternoon. This is in contrast with the buoy measurement of the same quantity which is almost constant throughout the day. For comparison, a composite hindcast wave height was determined as the sum of squares of the individual wave heights. The other composite values were obtained by weighting the individual components with the
TABLE 4. San Clemente Island Swell Parameters Assuming a Single Swell Component

<table>
<thead>
<tr>
<th>Time, PST</th>
<th>Radar, Frequency, MHz</th>
<th>Period, s</th>
<th>Angle, deg T</th>
<th>Amplitude Analysis</th>
<th>Impulse Function Model</th>
<th>Finite Angle Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Angle, deg T</td>
<td>Angle, deg T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>rms Wave Height, cm</td>
<td>rms Wave Height, cm</td>
</tr>
<tr>
<td>1014–1042</td>
<td>6.9</td>
<td>13.7 ± 0.05</td>
<td>230 ± 3</td>
<td>270 ± 4</td>
<td>17.9 ± 1.0</td>
<td>280 ± 1.0</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>13.2 ± 0.03</td>
<td>245 ± 2</td>
<td>275 ± 4</td>
<td>16.8 ± 0.8</td>
<td>290 ± 2.0</td>
</tr>
<tr>
<td></td>
<td>13.4</td>
<td>13.2 ± 0.05</td>
<td>215 ± 2</td>
<td>265 ± 2</td>
<td>14.7 ± 0.3</td>
<td>270 ± 2.0</td>
</tr>
<tr>
<td>1114–1156</td>
<td>6.9</td>
<td>13.1 ± 0.03</td>
<td>240 ± 2</td>
<td>270 ± 4</td>
<td>15.6 ± 0.7</td>
<td>280 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>12.6 ± 0.02</td>
<td>250 ± 2</td>
<td>260 ± 5</td>
<td>16.1 ± 0.6</td>
<td>260 ± 1.8</td>
</tr>
<tr>
<td></td>
<td>13.4</td>
<td>12.8 ± 0.01</td>
<td>245 ± 2</td>
<td>265 ± 2</td>
<td>16.7 ± 0.3</td>
<td>260 ± 1.9</td>
</tr>
<tr>
<td>1525–1556</td>
<td>6.9</td>
<td>12.5 ± 0.04</td>
<td>235 ± 2</td>
<td>260 ± 5</td>
<td>17.1 ± 0.8</td>
<td>270 ± 2.2</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>12.2 ± 0.02</td>
<td>260 ± 2</td>
<td>270 ± 4</td>
<td>18.1 ± 0.8</td>
<td>290 ± 2.3</td>
</tr>
<tr>
<td></td>
<td>13.4</td>
<td>12.6 ± 0.02</td>
<td>240 ± 2</td>
<td>270 ± 2</td>
<td>18.1 ± 1.0</td>
<td>290 ± 2.0</td>
</tr>
<tr>
<td>1608–1639</td>
<td>6.9</td>
<td>13.0 ± 0.04</td>
<td>235 ± 2</td>
<td>265 ± 5</td>
<td>18.4 ± 1.0</td>
<td>280 ± 2.2</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>12.9 ± 0.08</td>
<td>215 ± 3</td>
<td>170 ± 4</td>
<td>17.1 ± 0.7</td>
<td>290 ± 2.0</td>
</tr>
</tbody>
</table>

mean-square wave height; thus the composite direction follows from the formula:

$$\theta = \frac{H_1^2 \theta_1 + H_2^2 \theta_2}{H_1^2 + H_2^2}$$

(21)

with a similar formula for ocean-wave frequency.

Table 6 gives the comparison between surface data and the radar results for this 'composite' swell analysis; radar data have been averaged over transmitter frequency and time. Estimates of period from the different sources agree to within 1 s. The most reliable radar estimates of wave height and direction follow from the use of the cardioid directional model which makes allowance for angular spread. These directions agree with the surface data to within 20°; estimates of wave height agree to within 10%, except the hindcast value in the afternoon which is about 30% greater than both buoy and radar values.

Consistency Check for Two Swell Components

In this test we substituted hindcast periods and angles for the two swells into (19) and (20) for the centroid frequency and amplitude of the smeared peak in the radar spectrum. We then derived least squares estimates of the radar-deduced wave heights $H_1$ and $H_2$; these are given in Table 7. The values derived independently from different sets of radar data are quite consistent; these were averaged for comparison with hindcast values and are shown in Table 8. The agreement is fair considering the uncertainties in hindcast values in the afternoon, when the hindcast growth in wave height of the first swell component is observed neither by the radar nor by the buoy.

4. PESCADERO EXPERIMENT

In this experiment, surface-wave measurements were made by Stanford University on January 19, 1978, from Pescadero on the California coast. The coherent pulse-Doppler radar operated simultaneously on four frequencies (6.8, 13.4, 21.8, and 29.8 MHz) and recorded data from four range cells 7.5 km wide, ranging from 6 to 31.5 km from the receiver. The water depth over the radar scattering region was approximately constant at 65 m. The transmitting antenna was a vertical half-rhombic approximately 250 m long and 45 m high at the apex, supported by a helium-filled balloon; the receiving antenna was a wideband loop. The beam pointed northwest into the Pacific with a half-power beamwidth of 25° at 13 MHz. A pitch-and-roll buoy operated by R. Stewart of Scripps was moored in the scattering region to provide direct surface observations to compare with the radar observations, which were also compared with visual observations and a hindcast of wave and swell conditions.

Radar Spectra

Data were processed and recorded digitally to produce 2048-s coherent spectra. Adjacent time series were overlapped by 50%, giving 23.5% correlation between sequential frequency spectra. Figure 8 shows examples of echo spectra from different range cells. The spectra taken at 6.9 MHz were often contaminated by interference from a neighboring commercial band and were excluded from the analysis. Owing to propagation loss—which increases with the radar frequency—the signal/noise ratio of the echo from the furthest range cells was

<table>
<thead>
<tr>
<th>Time, PST</th>
<th>Swell 1</th>
<th>Swell 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rms wave height, cm</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Period, s</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Direction, deg T</td>
<td>255</td>
</tr>
</tbody>
</table>
TABLE 6. Comparison with Surface Data Assuming One Swell Component (San Clemente Island)

<table>
<thead>
<tr>
<th>Source</th>
<th>rms Wave Height, cm</th>
<th>Direction, deg T</th>
<th>Period, s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Morning</td>
<td>Afternoon</td>
<td>Morning</td>
</tr>
<tr>
<td>Radar frequency</td>
<td>16.3 ± 0.6</td>
<td>17.8 ± 0.7</td>
<td>238</td>
</tr>
<tr>
<td>Radar amplitude (impulse</td>
<td></td>
<td></td>
<td>13.1 ± 0.01</td>
</tr>
<tr>
<td>function model) (model)</td>
<td>18.9</td>
<td>22.5</td>
<td>268 ± 2</td>
</tr>
<tr>
<td>Radars amplitude (finite angle</td>
<td></td>
<td></td>
<td>273</td>
</tr>
<tr>
<td>model)</td>
<td>20.2 ± 2.5</td>
<td>28.2 ± 2.5</td>
<td>270 ± 12</td>
</tr>
<tr>
<td>Buoy</td>
<td>21 ± 0.7</td>
<td>21.4 ± 1.5</td>
<td>12.5 ± 1.5</td>
</tr>
</tbody>
</table>

The region close to the carrier frequency contains spurious signals (see Figure 8) that may be the result of antenna motion modulating the direct signal arising from feedback and land reflection. These signals do not, however, affect the spectrum in the region of the swell peaks.

Analysis and Results

Large-amplitude, long-period waves resulted in strong higher-order structure close to the first-order lines. The analysis of this data set was more complicated than the two considered previously for two reasons: (1) The dominant ocean waves were effectively in shallow water at 65 m depth, and (2) the ocean waves were generated too close to the radar site to be considered true swell. There is no clear separation in the measured data between a swell region and the rest of the spectrum, as with the San Clemente Island data analyzed above; for this reason, simple swell models were inapplicable, and the data were analyzed by complete integral inversion. The half-power width of the first-order peak defines the intrinsic frequency resolution, since the first-order spectrum is ideally an impulse function but in practice is smeared over a finite-frequency band by current turbulence and system effects. Before analysis we smeared the second-order spectrum over this frequency band and normalized by the first-order energy, forming the spectrum

\[ R_{m,n}(\omega) = \int_{-\infty}^{\omega} \frac{\sigma^2(\eta)}{\sigma^0(\eta)} d\eta \]  

where \( \delta \) is the half-power width of the first-order line and \( \omega_c \) is the centroid frequency of the spectrum in the frequency range \( \omega - \delta/2 \) to \( \omega + \delta/2 \).

**Frequency analysis.** Use of the simplest impulse-function model for swell discussed in L-B requires the assumption that all the radar spectral peaks are produced by the same ocean-wave component. In shallow water of depth \( d \), (4) and (6) become

\[ k_s \tanh (k_s d) = (\Delta \omega + \Delta \omega')^2/16g \]  

\[ \theta_s = \cos^{-1} \left[ \frac{\Delta \omega + \Delta \omega'}{(\Delta \omega + \Delta \omega')^2} \tanh (k_s d) \right] \]  

Table 9 gives the period and direction for the different times and radar frequencies, with standard deviations computed by using (17) and (18) of L-B.

**Integral inversion.** The second-order echo structure has the form of a continuum indicating a broad distribution in wave number. L-B describe a method to interpret such spectra; the ocean wave spectrum is expanded as a Fourier series in angle with coefficients that are functions of wave number.

\[ S(k, \theta) = [c_{00}(k) + c_{10}(k) \cos \theta + c_{20}(k) \cos 2\theta + \cdots \]  

\[ + c_{n0}(k) \sin \theta + c_{n1}(k) \sin 2\theta + \cdots]/2\pi \]  

The first three even Fourier coefficients are then obtained by integral inversion of the second-order spectrum. Figure 9
shows the Fourier coefficients derived from the 13.4-MHz data plotted against ocean-wave frequency. The zero-order coefficient $c_0$ is identical to the spatial nondirectional spectrum, but the higher-order coefficients must be interpreted further to give ocean-wave parameters that can be physically understood. Barrick and Lipa [1979b] show how the normalized directional coefficients $c_1/c_0$ and $c_2/c_0$ may be interpreted in terms of a cardioid model for the angular distribution $\cos^2(\theta - \theta_m/2)$ to give the mean wave direction $\theta_m$ and the spreading factor $s$. The half-power beamwidth is then given by

$$\Delta \theta = 4 \cos^{-1} \left(\frac{1}{2}\right)$$  \hspace{1cm} (26)

and is shown with the mean-wave direction in Figure 9.

Temporal spectra shown in Figure 10 were derived from the nondirectional coefficient, using the formula

$$F(f) = \frac{4\pi k^{3/2}c_0(k)}{\sqrt{\text{unh}(kd) + kd \text{sech}^2(kd)/2 \text{unh}(kd)}}$$  \hspace{1cm} (27)

where $f$ is the ocean-wave frequency. L-B describe how standard deviations in the derived ocean parameters are obtainable from the known sea-surface height statistics; we show examples of these uncertainties in Figure 11.

For values of $k/k_o$ less than 0.04, the inversion method becomes unstable with large uncertainties in $c_0$ and $c_2$. This problem occurs because the constant Doppler frequency contours are almost circles in $(k, \theta)$ space and the coupling coefficient is approximately proportional to $\cos^2 \theta$; the second-order radar cross section therefore depends on $c_0$ and $c_2$ only through the combination $c_0 + (c_2/2)$. For the 20-MHz data in the region of the spectral peak, large uncertainties result from attempts to calculate these coefficients independently.

**Cardioid model fit.** We used an approximate but stable method to interpret the 20-MHz data and to check the 13-MHz results. The directional ocean-wave spectrum was represented as the product of the nondirectional spectrum and a cardioid directional factor

$$S(k, \theta) = g(k) \cos^2[(\theta - \theta_m/2)] A(s)$$  \hspace{1cm} (28)

where $A(s)$ is given in (16). The values of the spreading factor $s$ and mean angle $\theta_m$ were set to the average values given by integral inversion ($s = 16, \theta_m = 259^\circ$). Wave numbers were selected to span the spectral peak, and the corresponding Doppler shift $\omega_{m,m}$ for a given side band was then calculated from the dispersion equation. The ratio $R_{m,m}$ at this frequency was then obtained by interpolating the experimental values. An estimate of the nondirectional spectrum follows from the equation

$$g_{m,m}(k) = \frac{R_{m,m} A(s)}{2 \int_0^{2\pi} |G_{m,m}(\theta)|^2 \cos^2[(\theta - \theta_m/2)] d\theta}$$  \hspace{1cm} (29)

Estimates from the four side bands should be consistent if the model provides a reasonable fit to the data; Table 10 gives an example for 20 MHz. At the spectral peak and for higher wave numbers, the agreement is within 25%. The four estimates were averaged and were converted to the temporal spectral values plotted in Figure 10. These results confirm those derived by integral inversion.

**Comparison with surface data.** At the time of the experiment, ocean waves generated by high winds about 1000–1700 km offshore had just arrived at the coast. According to visual observations, waves as high as 20 feet were arriving from slightly south of west.

A pitch-and-roll wave buoy operated by R. Stewart of Scripps Institution of Oceanography was deployed in the third radar range cell. The buoy contains an accelerometer and two inclinometers, producing measurements of orthogonal surface slopes and elevation. The signal-to-noise ratios of the two instruments were approximately 15 and 8 dB, respectively. The buoy provides the first five Fourier coefficients of the ocean-wave spectrum as functions of ocean-wave frequency. The records provided span the period 1200–1444 PST, with a frequency resolution of $3 \times 10^{-4}$ Hz; each spectral point contains 128 degrees of freedom. Corresponding statistical uncertainties in the Fourier coefficients for the buoy are derived by Barrick and Lipa [1979b]. In Appendix C we describe how the

### TABLE 8. Two Swell Components: Consistency Check with Hindcasts (San Clemente Island)

<table>
<thead>
<tr>
<th>Source</th>
<th>Swell 1</th>
<th>Swell 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Morning</td>
<td>Afternoon</td>
</tr>
<tr>
<td>Radar frequencies</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Radar amplitudes</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Hindcast</td>
<td>17</td>
<td>26</td>
</tr>
</tbody>
</table>

TABLE 9. Results from Peak Frequencies (Pescadero)

<table>
<thead>
<tr>
<th>Time, PST</th>
<th>Radar Frequency, MHz</th>
<th>Number Averaged</th>
<th>Swell Period, s</th>
<th>Swell Angle, deg T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1130</td>
<td>13.4</td>
<td>160</td>
<td>14.2 ± 0.16</td>
<td>248 ± 4</td>
</tr>
<tr>
<td></td>
<td>21.8</td>
<td>80</td>
<td>13.6 ± 0.24</td>
<td>260 ± 7</td>
</tr>
<tr>
<td></td>
<td>29.8</td>
<td>40</td>
<td>13.4 ± 0.37</td>
<td>250 ± 14</td>
</tr>
<tr>
<td>1300</td>
<td>13.4</td>
<td>140</td>
<td>14.4 ± 0.17</td>
<td>264 ± 4</td>
</tr>
<tr>
<td></td>
<td>21.8</td>
<td>90</td>
<td>14.5 ± 0.28</td>
<td>263 ± 8</td>
</tr>
<tr>
<td></td>
<td>29.8</td>
<td>55</td>
<td>14.2 ± 0.41</td>
<td>277 ± 15</td>
</tr>
<tr>
<td>1400</td>
<td>13.4</td>
<td>120</td>
<td>14.8 ± 0.18</td>
<td>265 ± 4</td>
</tr>
<tr>
<td></td>
<td>21.8</td>
<td>80</td>
<td>14.2 ± 0.27</td>
<td>263 ± 8</td>
</tr>
<tr>
<td></td>
<td>29.8</td>
<td>55</td>
<td>14.2 ± 0.41</td>
<td>268 ± 14</td>
</tr>
</tbody>
</table>
buoy output was interpreted to give the temporal spectrum in shallow water, mean direction, and the half-power beamwidth of the ocean-wave directional distribution. For purposes of comparison, we averaged the radar results obtained from integral inversion over the time period 1127–1604 PST, and considered radar and buoy parameters for ocean waves with periods greater than 10 s. To obtain an equivalent spectral resolution, both data sets were averaged over frequency bands of width 0.005 Hz. Averaging over bands was necessary for a meaningful comparison, as the frequency resolution of the ocean wave spectrum obtained by inversion was not uniform and differed from that of the buoy measurements. Measured temporal spectra are compared in Figure 12: Spectra measured by the radar and buoy differ slightly in shape, probably owing to smearing of the radar spectrum. The wave heights measured by radar and accelerometer are almost identical. The inclinometer spectrum is consistently greater than the accelerometer spectrum because of the higher noise-power level in the instrument. Results for direction and beamwidth are compared in Figure 13: The wave direction given by the buoy is consistently from further north than that measured by the radar; this may be because the radar and the buoy are producing point and areal measurements, respectively. The beamwidth obtained by the radar is larger than the buoy value, owing to the finite beamwidth of the radar (25° at 13 MHz). We have attempted to derive the true beamwidth of
the ocean-wave directional distribution by using models of the latter; the result however depends on the specific form of the model for the radar-beam pattern. A more exact approach would include the shape of the radar beam in the integral equation before inversion, as was done by Barrick and Lipa [1979b] for another antenna system.

The temporal spectra were integrated to give the mean-square wave height. Estimates of the centroid frequency and mean direction were obtained by weighting the values at each frequency by the spectral amplitude at that point; the period was taken as the reciprocal of the centroid frequency. These values are given in Table 11 for the different methods, with statistical uncertainties computed from the $\chi^2$ statistics of the sea-echo spectral power.

Because of initial difficulties in the interpretation of the tilt buoy output, a hindcast of wave conditions was obtained from OSI Inc. Parameters obtained from the several swell components are shown in Table 11. Analogous to the San Clemente experiment, composite values here were formed as follows: The total mean-square wave height was taken as the sum of the individual components, and the direction and frequency were found by weighting the values for each individual component by the mean-square wave height as in (21). The large uncertainties in the hindcast values are derived in Appendix A.

5. CONCLUSIONS

Analysis of experimental HF radar data—based on methods presented in Lipa and Barrick [1980]—demonstrates the validity of our theoretical solutions for second-order sea echo and also shows that the important long-wave directional parameters can be extracted to an accuracy exceeding that of the alternate techniques available for comparisons. This paper

![Fig. 12. Comparison of ocean wave temporal spectra measured by radar and buoy at Pescadero. Solid line denotes the integral inversion of 13.4 MHz radar data, 1127–1604 PST, dotted line, accelerometer, 1200–1444 PST; and dashed line, inclinometers, 1200–1444 PST.](image)

![Fig. 13. Comparison of ocean directional parameters measured by radar and buoy at Pescadero. Solid line denotes the integral inversion of 13.4 MHz radar data, 1127–1604 PST; dotted line, pitch and roll wavebuoy, 1200–1444 PST.](image)
TABLE 11. Pescadero Comparisons with Surface Data 1130–1600 PST, January 19, 1974

<table>
<thead>
<tr>
<th>Source</th>
<th>rms Wave Height, cm</th>
<th>Period, s</th>
<th>Direction, deg T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar (inversion of 13 MHz data)</td>
<td>113 ± 4</td>
<td>13.9 ± 0.1</td>
<td>259 ± 1.5</td>
</tr>
<tr>
<td>Buoy accelerometer</td>
<td>112 ± 2</td>
<td>13.1 ± 0.1</td>
<td>267 ± 1</td>
</tr>
<tr>
<td>Buoy inclinometer</td>
<td>120 ± 2</td>
<td>14.2 ± 0.1</td>
<td>267 ± 1</td>
</tr>
<tr>
<td>Hindcast</td>
<td>117 ± 56</td>
<td>14.0 ± 2</td>
<td>275 ± 24</td>
</tr>
</tbody>
</table>

has concentrated on data sets originating from narrow-beam radars, since the mathematical techniques for that case lead to the most straightforward demonstration of these claims. The features of the present analysis that strengthen these conclusions are the following:

1. Three separate experiments were analyzed; one from a skywave system and two from different surface-wave radars.

2. In all cases, simultaneous radar operation on multiple frequencies and separate analyses of the data obtained yielded consistent long-wave parameters. In two cases, the frequency region of operation spanned nearly three octaves; this demonstrates that successful utilization of the techniques does not depend on judicious selection of the operating frequency.

3. In the case of the NOAA San Clemente Island experiment, data from two simultaneous narrow beams were successfully analyzed.

4. Long-period wave information has been extracted both when the shorter-period wind waves predominated (i.e., the NOAA experiment) and when the long waves predominated (i.e., the other two experiments).

5. Significant wave heights of the long waves varied considerably among the three experiments, from 0.75 to 4.57 m.

6. Two swell components from different directions but lying within the same resolvable frequency band were detected and verified, in the case of the NOAA experiment.

7. All radar-deduced wave-parameter accuracy claims have been supported by independent surface observations: the NOAA EB-20 data buoy in the case of the SRI W'rf experiment, a Datawell Waverider buoy for the NOAA San Clemente Island experiment, and the Scripps tilt buoy for the Stanford Pescadero experiment. As supplementary information, at least one wave hindcast was done by an independent company for each experiment and used in the comparisons. (Two separate hindcasts were used for the SRI W'rf experiment.) Although uncertainties in the hindcast values are large, they are useful for the following reasons: In the case of the SRI W'rf and NOAA San Clemente experiments, hindcasts provided the only directional surface information for comparison with the radar results; for the Stanford Pescadero experiment, a hindcast was obtained because the radar results indicated errors in the tilt buoy calibration which was subsequently corrected. As a general conclusion, the discrepancies between the different observations are explained by the uncertainties.

8. At least three mathematical techniques were used for extracting long-wave parameters from the second-order result for sea scatter; at least two were applied simultaneously to the same data sets, producing consistent results.

9. The dominant ocean wave-to-radar look direction varied widely among the experiments: from 0° to 52°. Thus good agreement is not a fortuitous result of looking in the right direction.

10. The radar methods have been demonstrated for long waves observed in shallow water, as well as in deep water. In the Stanford Pescadero experiment, application of the proper depth correction factor of -1.7 to the deep-water dispersion equation for both radar and buoy data at the spectral peak produced remarkable agreement.

11. In all, over 5000 independent radar data samples have been employed in the above analyses. These were used to estimate errors in the wave parameters. Hence, success is not being claimed based on fortunate agreement of a handful of points.

12. The theoretical solution for second-order scatter—used as the basis for the analyses here—contains no unknown parameters. Hence there is no arbitrary sliding of curves to obtain a 'best fit.' Even unknown path losses and system gains are removed by an exact process of dividing the second-order echo by the first-order echo energy.

Two other theoretical models for higher-order sea-echo Doppler spectra have been suggested. In one, Ward [1969] proposes that this higher-order echo is produced by spatial harmonics attached to some dominant fundamental wave; the Doppler spectra would thus consist of peaks at $\sqrt{n}$ times the Bragg peak frequency, where $n$ is the spatial harmonic. In another model, Trizna et al. [1977] suggest that a simple electromagnetic 'corner-reflector' effect accounts for the entire second-order echo, and they recommend that an experiment be done to verify this proposed theory. The three experiments analyzed herein conclusively prove that those two suggested theories cannot adequately explain second-order scatter and hence cannot be employed to extract usefully sea-state information. In the first place, those models do not agree with our second-order scatter solution that has been derived from the governing physical equations describing the surface processes. Second, since our theory produces close agreement with surface observations under such a wide variety of experimental conditions, it alone can be considered to have been validated in any manner.

One question remains inadequately answered. This is the effect of third-order contributions to the Doppler spectrum at considerably higher radar frequencies (VHF) and/or sea states. For the reasonably high sea states and for the upper HF region employed here, we found no evidence of contamination by third-order processes. Preliminary analyses indicate that third-order effects should not have been seen for the situations we encountered here. However, how much higher the frequency and sea state can be before such contamination occurs is still an open question.

It was mentioned that there is some problem in accurately separating the directional Fourier angular coefficients $c_0$ and $c_2$ for higher radar frequencies and for longer waves. Although this problem is alleviated for the shorter waves, other computational problems will be encountered at upper HF for waves with periods less than -8 s. The linearization approximation that works so well for the integral equation here becomes less valid for these shorter waves. Therefore, we are developing and testing techniques for inverting the integral equation in the short-wave region that do not employ this approximation.

Finally, we note that the narrow-beam HF antenna systems considered here are generally very large and expensive structures, requiring a considerable area of land for their deployment. Also, a single narrow-beam radar cannot measure the odd Fourier coefficients of the ocean-wave spectrum. We are now testing a compact HF loop-antenna arrangement that...
forms a broad beam which is scanned electronically in the received-signal processing [Barrick and Lipa, 1979b]. In addition to being inexpensive and transportable, this radar is expected to provide the first five Fourier coefficients as a function of ocean-wave frequency to give information equivalent to a pitch-and-roll wave buoy.

APPENDIX A: WAVE HINDCAST ACCURACY ASSESSMENT

In this appendix we show how to estimate errors in hindcasts based on the methods of Pierson et al. [1953] as used by OSI, Inc., in obtaining the hindcast results quoted in the text. This is required to permit meaningful comparisons with radar observations.

The primary errors in wind-wave hindcasts result from uncertainties in the wind-field itself, and these are considerable. Since there were insufficient wind observations over the oceans to construct a high-quality field of streamlines, pressure charts showing isobaric contours were employed to give the geostrophic wind speed and direction. The largest possible rectangle was then located over a nearly parallel section of closely spaced isobars, such that wind speed and direction varied by no more than 10% and 15° within the box. The duration of the wind and its speed are then used to calculate wave height and period within the box from empirically determined charts. Simple wave-energy propagation considerations then allow waves generated within this box to be propagated to other desired areas.

Errors occur owing to uncertainty in the centers of the pressure field itself (e.g., the lows or storm centers, and highs, around which isobars are contoured). Parsons [1979] studied these locational errors over the ocean. His studies imply that the wind-field itself, and these are considerable.

Since there were insufficient wind observations over the oceans to construct a high-quality field of streamlines, pressure charts showing isobaric contours were employed to give the geostrophic wind speed and direction. The largest possible rectangle was then located over a nearly parallel section of closely spaced isobars, such that wind speed and direction varied by no more than 10% and 15° within the box. The duration of the wind and its speed are then used to calculate wave height and period within the box from empirically determined charts. Simple wave-energy propagation considerations then allow waves generated within this box to be propagated to other desired areas.

Errors occur owing to uncertainty in the centers of the pressure field itself (e.g., the lows or storm centers, and highs, around which isobars are contoured). Parsons [1979] studied these locational errors over the ocean. His studies imply that the boxes used to generate hindcasts can be mispositioned by as much as 500 km. This uncertainty translates into errors in (1) mean-wave direction, (2) arrival time of the waves, and hence (3) the mean-wave period at a given location. We have employed this 500-km positional uncertainty to estimate errors in wave period and direction.

Marine experiments [Petterssen, 1956] show that wind speed does not follow the simple geostrophic balance, but is typically only 2/3 of that value (owing to frictional effects near the surface). More important, however, is the fact that the wind speed standard deviation is ~24% of the mean value. This uncertainty in wind speed translates into wave height errors, particularly for the longest-period waves generated within the box.

We trace through an example of estimating wave hindcast errors for the Stanford Pescadero experiment. A hindcast procured from OSI, Inc., located in Santa Barbara, California) showed that the dominant waves at Pescadero on January 19, 1978, of period greater than 10 s came from a prior offshore storm. The generating 'box' for these waves was 650 km wide by 740 km long, centered 1250 km from the radar site. Although the storm had dissipated at the time of the radar observations, the generating area was so close that the swell was spread considerably in angle and period (e.g., over a 40° angular beamwidth). Assuming that the lateral positional error of the box at 1250 km could have been ±500 km, one obtains a mean wave directional error of ±25°. A distance error in position of ±500 km means that 14-s waves could have arrived ±12 hours from the predicted time. From the hindcasted table of arrival times for different frequency components of the wave spectrum, this gives a period error of ±2 s. Wave height error is less straightforward because factors such as fetch and duration influence wave height as well as wind speed. However, by using the relationship that relates wave height to wind speed squared for infinite fetch and fully developed seas that a ±24% error in wind speed translates to a ±48% error in wave height; since hindcast rms wave height was 117 cm, we thus obtain an error estimate of ±56 cm. In addition, a 24% error in wind speed means that spectral components with periods as long as 17 s could have been generated (the hindcast showed no wave energy beyond 14 s). Both the radar and the buoy observed appreciable wave energy out as far as 16.5 s, consistent with the magnitude of hindcast errors.

Because of many other oversimplifications employed in the overall hindcasting process, it is probably not meaningful to attempt to estimate these errors more accurately.

APPENDIX B: LOGARITHMIC NORMALIZATION OF HF DOPPLER SPECTRA

In this appendix we briefly describe a method of combining or of averaging independent Doppler spectra (to maximize the number of degrees of freedom in the composite spectrum) that permits removal of unknown multiplicative path-loss or system gain factors from each spectrum. A detailed derivation is given by Barrick [1980]. For each individual spectrum a frequency window is defined to include the region which has an adequate signal-to-noise ratio. The ihth spectrum is then normalized by the factor

$$C_i = \exp \left\{ \frac{1}{N} \sum_{n=1}^{N} \ln P_n^i \right\}$$

where $N$ is the number of spectral points included in the window and $P_n^i$ is the power of the ith spectral point. The composite result is obtained by summing the normalized spectra

$$P_* = \sum_{i=1}^{N} P_n^i/C_i$$

Assuming $P_n^i$ to obey $x^2$ statistics with $2K$ degrees of freedom (i.e., the number of independent power spectral samples averaged is $K$), the standard deviations in $P_*$ are given by

$$Sd(P_*) = 1/\sqrt{2K}$$

where $2K$, defines the number of degrees of freedom; this has the following approximate form for values of $K$ greater than 10, which applies to the cases treated in this paper,

$$K_* \approx \frac{K - 1}{1 + (1 + 2.5/K)/J}$$

APPENDIX C: INTERPRETATION OF PITCH-AND-ROLL WAVEBOUY OUTPUT IN SHALLOW WATER

The buoy contains and accelerometer for the measurement of surface elevation $\xi$, and two inclinometers for the two components of surface slope $\xi_s$ and $\xi_d$. Results provided consist of the cospectra $(C_{\theta})$ and quad-spectra $(Q_{\theta})$ between $\xi_1$, $\xi_2$, and $\xi_3$, given as a function of angular frequency $\omega$. Tyler et al. [1974] give the relationships between these spectra and the directional ocean-wave spectrum $S(k, \theta)$ at wave number $k$ and angle $\theta$:
The wave number \( k \) corresponding to a given frequency follows from numerical solution of the shallow-water dispersion equation

\[
\omega^2 = gk \tanh (kd)
\]

Two estimates of the temporal spectrum at frequency \( \omega \) (equal to \( \omega/2\pi \)) follow from (C1); from the accelerometer

\[
F(f) = C_{11}(\omega)/2\pi
\]

and from the inclinometers

\[
F(f) = \frac{C_{22}(\omega) + C_{33}(\omega)}{2\pi k^2(\omega)}
\]

where \( k(\omega) \) is obtained from solving (C2). An estimate of the mean angle was obtained from the relation

\[
\bar{\theta}(\omega) = \tan^{-1}[Q_{12}(\omega)/Q_{11}(\omega)]
\]

and the half-power beamwidth obtained by fitting a cardioid model as described by Barrick and Lipa [1979b]

\[
\Delta \theta(\omega) = 4 \cos^{-1}\left[\frac{1}{2}\right]^{1/2}
\]

where

\[
\mu_1 = \left(\frac{Q_{12}(\omega) + Q_{13}(\omega)}{Q_{11}(\omega)}\right)^{1/2}
\]
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